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1. 
Introduction

Massive machine type communication (mMTC) is a key service to be enabled by NR as identified the RAN requirements study item [1]. There are at least three key KPIs for mMTC services, extended link budget, UE battery life and device density. Device density will be evaluated based on SLS and analysis [2]. In this contribution, we provide the SLS calibration results based on agreed simulation assumptions.

2. 
SLS assumptions for calibration

In RAN1 meeting #85, many SLS simulation assumption has been agreed [3], as listed below. The simulation assumption we used for calibration follows agreement and summarized below
Table 1: SLS parameters for UL mMTC scenario – urban coverage for massive connection:
	Attributes 
	Values or assumptions 

	Layout 
	Single layer 

 - Macro layer: Hex. Grid 

	Inter-BS distance 
	1732m 

	Carrier frequency 
	700MHz 

	Simulation bandwidth 
	Companies report simulation bandwidth used in evaluation 

	Channel model 
	3D UMa 

	Tx power 
	UE: Max 23dBm or optional 10dBm

	BS antenna configuration 
	Rx: 2 and 4 ports (8 as optional) 

	BS antenna pattern 
	Follow the modelling of TR36.873 

	BS antenna height 
	25m

	BS antenna tilt 
	Companies report tilt 

	BS antenna element gain + connector loss 
	8 dBi, including 3dB cable loss 

	BS receiver noise figure 
	5 dB 

	UE antenna elements 
	1Tx

	UE antenna height 
	Follow TR36.873 

	UE antenna gain 
	-4dBi 

	Traffic model 
	Non-full buffer small packet. Consider future trend of mMTC traffic 

	UE distribution 
	20% of users are outdoors (3km/h)
80% of users are indoor (3km/h) 

Users dropped uniformly in entire cell 

	BS receiver 
	MMSE-IRC as baseline, Advanced receiver is not precluded

	UL power control 
	Companies report power control scheme 

	Channel estimation
	Ideal


Furthermore, additional simulation assumption was agreed over email discussion [3]. The simulation assumption we used was as follows 
Table 2Additional SLS calibration setup

	Attributes
	Values or assumptions

	Waveform
	CP-OFDM as the UL waveform 

	
	•  UL DMRS overhead, 1 OFDM symbol out of 7 OFDM symbols

	Resource allocation
	A UE selects a MA physical resource randomly from a pool of orthogonal MA physical resources 

	
	•  There is no partial overlapping between the MA physical resources selected by more than one UE 

	
	•  All orthogonal MA physical resources are of same size 

	
	Total allocated bandwidth: 6RB for calibration purpose only,  

	
	 •  Companies are encouraged to provide calibration results for both values, 

	
	 •  Either value can be used for later evaluation of the proposed MA scheme

	
	Bandwidth per user per transmission: 1 RB 

	Receiver
	MMSE-IRC, assuming ideal channel estimation for calibration purpose only

	
	 •  2Rx

	
	 •  No blind decoding assumed 

	MCS
	Same for all UEs,

	
	 •  Derived by the bandwidth per user of 1 RB and TB size of 160 bits per transmission

	
	 •  QPSK is assumed  

	Power control
	Open loop power control 

	
	•  Alpha=1, P0= -90 dBm

	Packet size
	Fixed by 20 bytes

	
	 •  TB size with CRC included

	HARQ retransmission
	No. of transmission is 1 (i.e., no repetition or retransmission) 

	Traffic model
	FTP 3 with fixed TB size

	Average no. of users per sector
	20 assuming 3 sectors/cell, total 57 sectors 

	Channel code
	LTE Turbo

	Note: The above assumptions only apply to the calibration purpose, 
i.e. other assumptions can be used for evaluation of proposed non-orthogonal multiple access scheme(s)​


3. 
SLS calibration results

In this section we provide the SLS calibration results, including single user BLER curve over SISO AWGN channel,  system Packet Drop Rate (PDR) vs Packet Arrival Rate (PAR) CDF, per UE PDR CDF at ~35% system PDR, effective SINR CDF at ~35% system PDR, per UE PDR vs path loss scatter plot at ~35% system PDR
3.1 Single user BLER curve over SISO AWGN channel
The channel code used at PHY layer is (160,288) QPSK LTE Turbo code. Below is the BLER curve over SISO AWGN channel 
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Figure 1 Single user BLER curve over SISO AWGN channel
3.2 System PDR vs PAR CDF

Below is the system PDR vs PAR CDF. The PDR is defined as (Number of packet failed to be decoded) / (number of generated packets)
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Figure 2 System PDR vs PAR CDF
3.3 Per UE PDR CDF at ~35% system PDR 

Below is per UE PDR CDF at ~35% system. 
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Figure 3 Per UE PDR CDF at ~35% system PDR
3.4 Effective SINR PDR at ~35% system PDR 

Below is effective SINR CDF at ~35% system PDR
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Figure 4 Effective SINR PDR at ~35% system PDR
3.5 Per UE PDR vs path loss scatter plot at ~35% system PDR

The average PDR is very high even when the load is pretty low from Figure 2, it is very useful from the system design perspective to understand the performance bottleneck in the system. Below we show the Per UE PDR vs path loss scatter plot at ~35% system PDR
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Figure 5 Per UE PDR vs path loss scatter plot at ~35% system PDR
Clearly, cell edge users, who experience much higher PDR compared to users closer to the cell, is the performance bottleneck.
Observation 1: Cell edger (user with large path loss) is the performance bottleneck, who experience much higher PDR compared to users closer to the cell.  

3.6 RoT and IoT at ~35% system PDR

We can also observe from the RoT/IoT CCDF that the system interference level is quite stable, i.e. 1% RoT is around 28dB.
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Figure 6 RoT and IoT CCDF at ~35% system PDR
4.
Conclusion

In this contribution, we provide the SLS calibration results for NA MA.
Observation 1: Cell edge users (user with large path loss) are the performance bottleneck, who experience much higher PDR compared to users closer to the cell. 
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