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1. Overview
In #86 meeting, it is encouraged to provide more inputs for specifying eMBB data channel coding. In addition to system part of considerations on performance and flexibility, there are UE part of considerations on implementation complexity, latency and power consumption. For a modem chip, these factors are related to the active chip area for accomplishing a task within a target amount of cycles (related to the run time and system clock). In this contribution, it will be shown:
· Despite that LDPC is efficient for high data rate settings, having a proper small decoder handle small codeblocks can realize better energy efficiency, i.e., finishing decoding with smaller active chip area and less cycles. This suggests data channel coding combination with timely coding switching w.r.t. the codeblock size and code rate.
· From MediaTek’s analysis on UE daily use, it is desirable to have an area-compact decoder capable of handling all low data rate downlinks, including control channels. Then a scenario-based coding switching can enable low-power NB-IOT-like sub-receiver utilizing merely the small decoder to optimize a significant portion of the UE power consumption. 
· It is suggested NR data channel coding selection can complement LDPC by another proper channel coding that can accommodate an area-compact decoder capable of dealing with all low data rate downlinks (including control channels). In particular, Polar code is recommended after comparing the low data rate decoder candidates of similar complexities

This contribution is organized as follows. In section 2, the limitation of high efficient LDPC decoder is introduced, and it is shown that incorporating a small turbo decoder or Polar decoder for small codeblocks can realize better energy efficiency.  In section 3, starting with the observation on the power consumption of UE daily use, the Modem BIG-LITTLE design is suggested to utilize a low-power NB-IOT-like sub-receiver for improving UE power consumption. Having an area-compact decoder for all low data rate downlinks, including control channels, will be one important factor. Then, by comparing the low complexity decoder candidates, the combination with LDPC code for high date rate and Polar code for low data rate and control channels is recommended. Section 4 finally summarizes this contribution. 


2. LDPC Decoder Limitation and Energy Efficient Coding Switching
LDPC has been shown to be the best area-efficient solution for NR to realize multiple Gbps data rate [1] by virtue of the following properties:
· Degree of parallelism proportionally scales with codeblock size, thus ensuring high throughput in decoding large codeblocks.
· Parity check amount scales down with higher code rate, thus reducing the decoding cycles for high rate settings.
On the other hand, in decoding small codeblocks or lower code rates, the above characteristics will turn LDPC into a less efficient solution since
· Degree of parallelism reduces with smaller codeblock size, and the decoding cycles become irrelevant to codeblock size.
· Parity check amount increases with lower code rate, implying more decoding cycles.
The above are then captured in observation 1, and the code-rate dependent decoding cycle requirement is illustrated in Fig. 1.
Observation 1: LDPC decoding cycle requirement is irrelevant to codeblock size and increases with lower code rate, which makes LDPC a less efficient solution for small codeblocks or lower code rates
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Fig. 1: Code-rate dependent decoding cycle requirement of LDPC

	Among the coding candidates of comparable performance, Turbo code and Polar code can, however, achieve less decoding cycle requirement than LDPC for small codeblocks or lower code rates. To be more specific, we consider LDPC, Turbo and Polar decoders of similar areas and compare the decoding cycle requirements. Assuming timely switching between the Multi-Gbps LDPC decoder and a proper small LDPC/Turbo/Polar decoder, it is to clarify if better energy efficiency, in terms of reduced active chip area and decoding cycles, can be realized.
For Turbo decoder, the single-core configuration is considered, and the corresponding logic complexity for the small LDPC decoder is lifting matrix size of 75 supporting up to 1200 info bits. Accommodating the same info bit length in Turbo decoder then determines its memory area w.r.t. the small LDPC decoder. For Polar decoder, two possibilities of virtually the same complexity are considered: list-8 of smaller throughput and list-4 of larger throughput. In order to reduce Polar decoder memory complexity, subcode-wise Polar encoding and decoding [2][3] is applied so that a large Polar code be effectively decoded via subcode-wise SCL decoding and a simple whole-codeblock SC decoding. In this way, decoder memory complexity can be reduced to 18.8% for list-8 setting with 16-subcode segmentations. Note that the Polar decoder metrics are based on RTL synthesis results of low-latency designs, and there still contains certain space for future optimization.
Table 1: Decoder configurations for energy efficiency comparison
	Decoder type
	LDPC
	Turbo
	Polar decoder A
	Polar decoder B

	Characteristics
	Lifting size 
up to 75; code rate >= 1/6
	Single core
1/5 code rate
	Subcode-wise SCL 
list-8 (smaller T-put)
	Subcode-wise SCL 
list-4 (larger T-put)

	Logic area w.r.t. LDPC
	100%
	105%
	104%
	104%

	Memory area w.r.t. LDPC
	100%
(K <= 1200 bits)
	43%
(K <= 1200 bits)
	48%
(N <= 16384 bits)
	40%
(N <= 16384 bits)

	Decoding cycle requirement
	As Fig. 1
(with 15 iter.)
	  (15 half iter. and radix-4)
	<= 1.5 N

	<= 0.75 N

	Note
	K = Info bit length + CRC bit length
	N: Code bit length before rate-matching
Memory is reduced by subcode-wise Polar encoding and decoding



With the above specifications, one can identify the region of codeblock sizes and code rates where Turbo or Polar decoder performs more efficiently than the LDPC counterpart. In Fig. 2, the comparison between the small Turbo and LDPC decoders is shown, corresponding to the following observation:
Observation 2: The codeblock size where a small Turbo decoder starts to require similar to less decoding cycles than the LDPC counterpart decreases with larger code rate, i.e. from ~1200 bits for rate-1/6 to ~700 bits for rate-1/3, ~400 bits for rate-1/2, and ~100 bits for rate-2/3.
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Fig. 2: Comparison between Turbo and LDPC decoders of small complexity/area
For Polar decoders, Fig. 3 and Fig. 4 show the regions of better energy efficiency with list-8 and list-4 configurations, respectively, and the following observation can be made:
Observation 3: The codeblock sizes where the small Polar decoders start to require similar to less decoding cycles than the LDPC counterpart are less relevant to code rate. Constant boundaries for code rate <= 0.8 are feasible, i.e., ~700 bits for list-8 decoder and ~1400 bits for list-4 decoder. The regions of better energy efficiency are larger and easier to specify than the Turbo decoder of similar area.
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Fig. 3: Comparison between Polar list-8 and LDPC decoders of small complexity/area
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Fig. 4: Comparison between Polar list-4 and LDPC decoders of small complexity/area
With the above comparisons, we have the following proposal:
Proposal 1: Regarding the LDPC decoder limitation that decoding cycle requirement doesn’t reduce with small codeblocks and increases with lower code rates, incorporating a small decoder for small codeblocks in a timely switching manner can realize better energy efficiency.
· The small decoder can be Turbo or Polar decoder while Polar decoder can cover wider settings and help the LDPC decoder to focus on the better efficient region of large codeblocks.


3. UE Power Reduction via Scenario-Based Modem BIG-LITTLE Design
In #86 meeting, there is one agreed WF of investigating NR UE power reduction
	Agreements:
· Impact of UE DL reception energy consumption should be studied also considering the total power consumption mainly focusing on DoU (Days-of-Use)
· e.g., UE decoding power consumption in the physical layer DL control blind decoding in lack of grant
· e.g., UE decoding power consumption in the slot with the data
· e.g., UE decoding power consumption in the data reception process
· e.g., UE decoding power consumption in the measurement
· e.g., UE decoding power consumption in the SS
· UE power reduction techniques also should be studied



From MediaTek’s analysis on LTE UE daily use, the following observation related to modem power consumption is identified:
Observation 4: More than half of LTE modem power is spent on low data rate receptions, including 
· >35% power for PDCCH-only reception
· ~15% power for receiving data channels of only 1 codeblock per transport block, including paging and system information acquisition.
Since modem power consumption is essentially related to the chip area kept active as well as the clock/voltage applied, it is desirable a NR UE can always apply the minimal active chip area and reduced clock/voltage for most of daily use. One possibility is to enable a low-power NB-IOT like sub-receiver in a NR UE for all low data rate receptions, including control channel decoding, via a scenario-based switching. Fig. 5 illustrates the corresponding Modem BIG-LITTLE design. According to our log analysis, it will be effective to optimize the significant portion of UE power consumption. 
[image: ]
Fig. 5: Modem BIG-LITTLE design for UE power reduction

Mapping the Modem BIG-LITTLE demand to NR channel coding selection suggests the following: 
Proposal 2: NR data channel coding selection should accommodate one area-efficient decoder for multi-Gbps data rate and one area-compact decoder that can effectively deal with all low data rate receptions, including control channel decoding. Then a proper scenario-based coding switching design on data channel can realize a low-power NB-IOT like sub-receiver for enhanced UE power reduction.
· FFS on coding switching design for balancing data scheduling flexibility and UE power reduction

Assuming a high data rate LDPC decoder supporting lifting matrix size up to 512 and codeblock size K <= 8192, we next identify the best low data rate decoder from the candidate decoders of LDPC, Turbo and Polar codes as well as TBCC. The criterion is the decoding capability in terms of codeblock size range for data channel and decoding latency for control channel, under much reduced decoder area and clock constraints w.r.t. the high data rate LDPC decoder. 
	Since the area of the low data rate decoder is important for reduced power consumption, we consider around 15% logic area w.r.t. the high data rate LDPC decoder, which is roughly the logic area of a single-core turbo decoder supporting 1/5 mother code rate. The parallelism of the other decoders can thus be determined. For the memory area, it is also deterministic for LDPC decoder once the lifting size and the lowest code rate is decided. For Turbo and Polar decoders, we also consider 15% constraint w.r.t. the high data rate LDPC decoder and the corresponding maximal capability can be decided. For TBCC Viterbi decoder, we assume 256-bit window size so that DCI size of 200 bits can apply full-trace decoding. 
For checking the low data rate decoding capability, we assume available decoding time budget of 125 us and an intended low clock of 200 MHz corresponding to a low modem voltage for reduced power. For control channel decoding capability, we compare the required decoding cycles for decoding a 200-bit DCI w.r.t. TBCC Viterbi decoder in order to check if the decoder latency is proper for supporting LTE like blind decoding. The decoder specifications and the capability results are summarized in Table 2.
Table 2: Comparison of low data rate decoder candidates under similar areas
	Decoder type
	LDPC
	Turbo 
	Polar
	TBCC Viterbi

	Characteristics
	Lifting size up to 75; rate >= 1/6; 15 iterations
	Single core
rate-1/5; 15 half iterations
	Subcode-wise 
SCL list-4 
	Window-based 
decode; rate-1/5

	Logic area w.r.t. the high data rate LDPC
	14%
	15%
	15%
	15%

	Memory area w.r.t. the high data rate LDPC
	27%
(K <= 1200 bits)
	15%
(K <= 2200 bits)
	11%
(N <= 16384 bits)
	5%
(256-bit window)

	Low data rate decoding capability 
(125 us @ 200MHz clock)
	2 K-1200 rate-1/6 codeblocks
4 K-1200 rate-1/3 codeblocks

	1 K-2200 codeblocks
	2 N-16384 
(K-8192 rate-1/2 or
K-4096 rate-1/4 or
K-2048 rate-1/8) 
codeblocks
	1 K-8192 
codeblocks

	Control channel decoding time (DCI of 200 bits)
	1500% (rate-1/5)
945% (rate-1/3)
583% (rate-1/2)
	520 % (rate-1/5)
520 % (rate-1/3)
520 % (rate-1/2)
	128% (rate-1/5)
64~128% (rate-1/3)
64% (rate-1/2)
	100% (rate-1/5)
100% (rate-1/3)
100% (rate-1/2)



From Table 2, LDPC and Turbo decoders require larger memory areas due to no subcode-wise decoding available to reduce the buffer requirements, while Polar and Viterbi decoders can achieve more compact memory areas with subcode-wise decoding and window-based decoding, respectively. In addition, the longer decoding latencies of LDPC and Turbo decoders due to the iterative decoding nature will pose difficulty in dealing with the control channel with certain blind decoding attempts. On the other hand, the non-iterative decoding of Polar and Viterbi decoders can realize lower latencies. Therefore, we have the following observation:
Observation 5: Polar and Viterbi decoders are more preferred than LDPC and Turbo decoders as the area-compact choices for decoding low data rate downlinks, including control channels, because of
· Smaller memory areas with the subcode-wise/window-based decoding schemes available
· Lower decoding latency with the non-iterative decoding algorithms.
Polar code is better suggested for its superior performance with larger codeblocks, as shown in Fig.6.
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Fig. 6: Performance comparison of Polar code and LTE-TBCC for codeblocks of 1000 info bits



4. Summary
In this contribution, we investigate the data channel coding combination from UE perspectives of active chip area and power consumption. In particular, the optimal coding combination shall realize reduced active chip area as well as decoding cycles or modem clock/voltage. Allowing a timely coding switching, the following observations and proposal for better energy efficiency are provided:
Observation 1: LDPC decoding cycle requirement is irrelevant to codeblock size and increases with lower code rate, which makes LDPC a less efficient solution for small codeblocks or lower code rates

Observation 2: The codeblock size where a small Turbo decoder starts to require similar to less decoding cycles than the LDPC counterpart decreases with larger code rate, i.e. from ~1200 bits for rate-1/6 to ~700 bits for rate-1/3, ~400 bits for rate-1/2, and ~100 bits for rate-2/3.

Observation 3: The codeblock sizes where the small Polar decoders start to require similar to less decoding cycles than the LDPC counterpart are less relevant to code rate. Constant boundaries for code rate <= 0.8 are feasible, i.e., ~700 bits for list-8 decoder and ~1400 bits for list-4 decoder. The regions of better energy efficiency are larger and easier to specify than the Turbo decoder of similar area.

Proposal 1: Regarding the LDPC decoder limitation that decoding cycle requirement doesn’t reduce with small codeblocks and increases with lower code rates, incorporating a small decoder for small codeblocks in a timely switching manner can realize better energy efficiency.
· The small decoder can be Turbo or Polar decoder while Polar decoder can cover wider settings and help the LDPC decoder to focus on the better efficient region of large codeblocks.

An alternative power reduction strategy is to enable a low-power NB-IOT-like sub-receiver in a NR UE for optimizing a significant portion of daily power consumption. Accordingly, we have the following:
Observation 4: More than half of LTE modem power is spent on low data rate receptions, including 
· >35% power for PDCCH-only reception
· ~15% power for receiving data channels of only 1 codeblock per transport block, including paging and system information acquisition.

Proposal 2: NR data channel coding selection should accommodate one area-efficient decoder for multi-Gbps data rate and one area-compact decoder that can effectively deal with all low data rate receptions, including control channel decoding. Then a proper scenario-based coding switching design on data channel can realize a low-power NB-IOT like sub-receiver for enhanced UE power reduction.
· FFS on coding switching design for balancing data scheduling flexibility and UE power reduction

Observation 5: Polar and Viterbi decoders are more preferred than LDPC and Turbo decoders as the area-compact choices for decoding low data rate downlinks, including control channels, because of
· Smaller memory areas with the subcode-wise/window-based decoding schemes available
· Lower decoding latency with the non-iterative decoding algorithms.
Polar code is better suggested for its superior performance with larger codeblocks [3][4].

Regarding the above investigations to better UE power reduction, the following proposal is thus suggested for NR data channel coding selection:

Proposal 3: NR data channel coding combination should be LDPC code and Polar code where 
· LDPC code is the main data channel coding to accommodate area-efficient Multi-Gbps decoder
· Polar code is the complementary coding for all low data rate downlinks, including control channels, in order to realize better energy efficiency with smaller active chip area and reduced decoding cycles or modem clock/voltage.
· FFS on coding switching design for balancing data scheduling flexibility and UE power reduction


References
[1] R1-167531 “Area, power and latency comparison for NR high throughput decoder”, MediaTek
[2] R1-1609338 “Resolving Polar code memory complexity issue”, MediaTek
[3] M.-C. Chiu and W.-D. Wu “Reduced-Complexity SCL Decoding of Multi-CRC-Aided Polar Codes”, on-line available: http://arxiv.org/abs/1609.08813
[4] R1-167871 “Examination of NR coding candidates for low-rate applications”, MediaTek
[5] R1-167215 “Channel coding schemes for mMTC scenario”, Huawei, HiSilicon


[bookmark: _GoBack]	
image3.png
@
3
S
=

®
kel

54
(5}

20007

18007

16007

14007

12007

10007

8001

600

400

200

0.1

0.2

0.3

.

70% ~100%

Polar list-8 run time < 70% LDPC

04 0.8

0.5
Code Rate

07

0.8

08




image4.png
20001

Polar list-4 run time > 100% LDPC

18007

16007

1400

1001 70% ~ 100%

10007

8001

@
3
S
=
®
kel
54
(5}

2001

0.1 0.2 0.3 04 0.8 07 0.8

0.5
Code Rate




image5.png
Modem
active area

Scenario

BIG + LITTLE

LITTLE-only

Control and
high data rate

Control and/or
low data rate




image6.png
BLER

K=1000

—+— 033 - Polar_4_SEG
- 0.33-LTE_TBCC
—— 05 -Poler_4_SEG
== 05-L7E TBCC
—— 067 - Polar 2 SEG

~ 0567 TE_TBCC

N
\
\
\ 8
\ W ‘
‘i\ -
\
\ i 5
\
Ly \ \
\ ‘\
\ \ N
2 45 4 05 0 05 1 15 2 25 3 a5 & 4s e oes 7 o1s e

083 -Polar_2_SEG.
== 083-LTE_TBCC





image1.png
Decoding Cycle Requirement

10000
9000
8000
7000
6000
5000
4000
3000
2000

1000
0

0.2

0.3

04

0.5
Code Rate

0.8

07

0.8

08




image2.png
Turbo run time > 100% LDPC

Turbo run time < 70% LDPC





