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During RAN1#84-86 meetings, some companies have proposed LDPC codes for 5G NR. To satisfy the requirement of eMBB scenario, LDPC codes need to demonstrate their flexibility and performance using implementable decoding algorithms. In this contribution, we firstly discuss the decoding algorithms and choose offset min-sum to reproduce the performance of schemes proposed in RAN1#86 meeting, especially on low code rates. Then, complete simulation results from low to high code rates with fine granularity are shown for comparison. 
Discussion on LDPC Codes
Code construction
We considered two approaches for LDPC codes. First, to support multiple rates, many protographs of LDPC codes should be prepared to reduce the complexity of an excessive amount of puncturing at the transmitter, while the storage of these protographs should be taken into consideration. Second, one or several nested matrices are adopted, which can support multiple rates. However, the nested-matrix has smaller lifting size leading to high encoding/decoding complexity and performance degradation.  For both approaches, the PCM (parity check matrix) should be designed for simple rate-adaption and HARQ scheme. 
Decoding algorithms 
	
	Sensitive to SNR estimation Error (Precision of LLRs Input)
	“tanh” LUT

	Sum Product
	YES
	YES

	-3 decoding 
	YES
	YES

	Normalized Min-Sum
	NO
	NO

	Offset Min-Sum
	YES
	NO


Table 1  Comparison among different LDPC decoders 
Among the numerous decoding algorithms of LDPC code, Sum-Product (SP), -3, Normalized Min-Sum (NMS) and Offset Min-Sum (OMS) are the most common ones with good performance. SP and -3 decoding update the check node by the ‘tanh’ operation, so they are sensitive to the SNR estimation errors which will affect the precision of channel LLRs received by the decoder. OMS decoding is sensitive to SNR estimation errors [7] due to the subtraction of check node information by an offset factor. NMS decoding replaces the subtraction in OMS by multiplying a scaled factor. Since the scaling factor is not affected by the amplitude of channel LLRs, NMS is not sensitive to SNR estimation errors and is more robust in real systems.
The iteration number greatly affects the performance and complexity. With 50 iterations very good performance can be achieved, but it is difficult to achieve peak throughput. In [3], only 7 iterations are used to achieve 10Gbps peak throughput. It is not appropriate to compare performance using SP decoder with 50 iterations with other schemes using substantially fewer iterations. 
Observation 1：SP decoding algorithm is not implementable in commercial chipsets because it lacks robustness and has high complexity. Offset and -3 decoding schemes are sensitive to SNR estimation errors. Normalized decoding is the most robust and suitable for implementation.
Observation 2：A number of  iterations on the order of 50 is too large to achieve the peak throughput. A smaller iteration number which is suitable to achieve the peak throughput should be used.

Flexibility (Granularity)
To support the flexibility of LDPC at least the same as LTE without obvious performance loss, several schemes in [4] and [5] adopt nested structure LDPC. The scheme-1 in [4] proposed three base matrices to support different code rates, each with multiple lift values for different code lengths. The complexity is much larger than other proposed schemes. Besides, an extra mechanism is needed to calculate the final matrix according to the code length and code rate:
· Choose a family of base matrix given a code rate.
· Choose a lift size z given a code length and the base matrix. Because the selection of z is in terms of shortening and puncturing numbers, the performance and implementation vary from one z to another. Although the performance gap between different z can be more than 0.1dB,  there is  no clear rule to choose an optimal value z.
· With z, we calculate the size of final matrix and the number of bits to be shortened and punctured. 
Scheme-1 needs several extra steps that increase the implementation complexity. 
Scheme-2 in [5] needs only one base matrix, hence it is much simpler to implement. The lift size z is unique and easy to calculate. The scheme-2 uses row orthogonal structure to further simplify the implementation complexity, only causing some performance loss at middle code rates. 
Performance
In Section 3.1, we use the RAN 1 #84bis agreed eMBB assumptions [6] (see Table 1 in the Appendix), and in Section 3.3, the fine granularity assumptions can be found in Table 2 in the Appendix.
Performance Comparison for SP and MS
We simulate the scheme-1 LDPC with a code rate of 1/3 from high family from a block length of 192 bits to 2000 bits with a granularity of 8 bits in case of block length shorter 1000 bits and 16 bits in case of longer than 1000 bits. Figure-1 shows the BLER performance curves of a 50-iteration flooding SP, a 50-iteration flooding OMS and a 10/15/20-iteration layered OMS (offset factor = 0.5).
We observe that the performance gap is about 0.1~0.3dB between a 50-iteration flooding SP decoder and a 50-iteration flooding OMS decoder. For OMS decoding with different iteration numbers, performance gap can be as large as 0.4dB between a 50-iteration flooding OMS decoder and a 10-iteration layered OMS decoder. Both the decoding algorithms and iteration numbers affect the performance a lot. 

[image: ]Figure 1. Es/N0(dB) at BLER=1e-2, QPSK
Observation 3： The performance gap between SP50 and LMS10~20 is very large, especially at low code rate, which can be as large as 0.3~0.8dB.

Performance Comparison for fine granularity
LDPC performance of the above schemes are compared. 
For scheme-1, the granularity is:
i) 192≤K≤1008; the granularity of the information block size = 8 bits,
ii) 1008≤K≤2032; the granularity of the information block size =16 bits,
iii) 2032≤K≤6000; the granularity of the information block size = 32 bits.
For scheme-2, the granularity is 32bits, which is obtained by only changing the lift size z.
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Figure 2. Es/N0(dB) at BLER=1e-2, SP50, QPSK
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Figure 3. Es/N0(dB) at BLER=1e-2, LOMS15, QPSK

We observe that with a simpler encoder and lower implementation complexity, the performance of scheme-2 is only about 0.1-0.2dB worse than scheme-1 at code rate 2/3, 3/4 and 5/6.
Observation 4: To support fine granularity, scheme-1 proposed three matrices and several groups of lift values, which causes additional complexity. Scheme-2 proposed only one matrix and adopted row orthogonal structure to further decrease the complexity, with only 0.1-0.2dB performance loss at middle code rates.
Conclusion
In this contribution, we compared the performance of LDPC proposals. We have the following observations:
Observation 1：SP decoding algorithm is not implementable in commercial chipsets because it lacks robustness and has high complexity. Offset and -3 decoding schemes are sensitive to SNR estimation errors. Normalized decoding is the most robust and suitable for implementation.
Observation 2：A number of  iterations on the order of 50 is too large to achieve peak throughput. A smaller iteration number which is suitable to achieve the peak throughput should be used.
Observation 3： The performance gap between SP50 and LMS10~20 is very large, especially at low code rate, which can be as large as 0.3~0.8dB.
Observation 4: To support fine granularity, scheme-1 proposed three matrices and several groups of lift values, which causes additional complexity. Scheme-2 proposed only one matrix and adopted row orthogonal structure to further decrease the complexity, with only 0.1-0.2dB performance loss at middle code rates.
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Appendix 
Table 1.  eMBB simulation parameters for Polar, Turbo and LDPC
	Channel
	AWGN

	Modulation
	QPSK, 64 QAM

	Coding Scheme
	LDPC
	Turbo
	Polar

	Code rate
	1/5, 1/3, 2/5, 1/2, 2/3, 3/4, 5/6, 8/9

	Decoding algorithm
	LOMS(15)
	Max-log-map(8)
	List-32

	Info. block length
	100, 400, 1000, 2000, 4000, 6000,  8000 



Table 2.  Fine granularity simulation parameters for Polar and LDPC
	Channel
	AWGN

	Modulation
	QPSK, 64 QAM

	Coding Scheme
	LDPC
	Polar

	Code rate
	1/3, 2/5, 1/2, 2/3, 3/4, 5/6, 8/9

	Decoding algorithm
	LOMS(15)
	List-32

	Info. block length
	1000:8:5000
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