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1. Introduction
Based on the outcome of RAN1#84bis, the following items have been agreed regarding processing time:
Agreement:
· If DL data transmission is scheduled in a short TTI, the processing time for preparing the HARQ feedback by UE and the processing time for preparing a potential retransmission by eNB are assumed to be reduced
· FFS: the extent of processing time reduction
· If UL data transmission is scheduled in a short TTI, the processing time for preparing UL data transmission upon UL grant reception at UE and the processing time for scheduling a potential retransmission by eNB are assumed to be reduced
· FFS: the extent of processing time reduction
· FFS whether processing time reductions can also be applied to legacy TTI transmissions for UEs that support short TTI

Shortening the TTI together with reduction of processing time play a key role in latency reduction. During RAN1 meetings #83-84b, companies mainly studied the shortening of sTTI and assumed that processing time is linearly reduced. Therefore, in this contribution we present the system-level evaluation results investigating the performance impact of RTT and UL access delay reduction rather than TTI shortening. Both RTT and UL access delay are directly related to the processing time reduction at UE and eNB side. In this paper we consider adaptive control overhead modeling agreed in RAN1 #84. 
2. System-level evaluation setup
The system simulations in this contribution are performed in 3GPP macro scenario. Key simulation parameters are compliant to [1], and are summarized in Appendix A Table A-1. 
Contrary to our previous contributions [3] and [4], where fixed non-adaptive overhead modeling was assumed, in this contribution we assume dynamic control overhead modeling. For each scheduled user, the smallest aggregation level that guarantees BLER<1% is selected. The SINR/CQI intervals for each aggregation level are summarized in Table 1. In addition to DL assignments, we model also transmission of UL grants in the sPDCCH region. Therefore, we double the size of each transmitted DL assignment. 
Table 1 Control overhead of single DL assignment as function of wideband CQI.
	MCS with wideband SINR
	QPSK 1/12
[-inf, -2.2)dB
	QPSK 1/6
[-2.2, 0.2)dB 
	QPSK 1/3
[0.2, 4.2)dB
	QPSK 2/3
[4.2, inf)dB

	Aggregation level
	8
	4
	2
	1

	Num. of REs
	288
	144
	72
	36



We assume that the FTP traffic is transported using TCP, TCP connection with slow start is only called at the first file transmission of the user [2]. In slow start phase, one parameter: 
· UL access delay, which includes the delay for scheduling request, TA, UE processing time capability, reception of UL grant and SR waiting time,
have the most impact on UPT and packet delay. This is because slow start consists of exponential and linear increasing phases. The longer the time in exponential growth is, the shorter linear increasing phase will be. Similarly, UL access delay affects how fast eNB can receive TCP ACK from a UE. The faster TCP ACK allows eNB to transmit next packet earlier. Therefore, the impact of RTT reduction and UL access delay on user perceived throughput (UPT) and packet delay will be studied in this paper. 
In particular, we tackle the first two FFSes of the agreement (listed in the introduction) from the previous meeting. In particular, we focus on the performance of 7OS and 2OS TTI with different scale of processing times.

3. System-level simulation results:
We benchmark different schemes with respect to following performance metric: 
· User Perceived Throughput, corresponding to the averaged throughput of one packet.
where the performance is benchmarked with respect to:
· Reduction of RTT and UL access delay based on processing capability. 
Packet transmission delay, corresponding to the time needed to download one file, is inversely proportional to UPT (e.g., 5% UPT is inversely proportional to the 95% packet transmission delay). Therefore, in this contribution we will concentrate only on UPT.
For both 2OS and 7OS TTI we evaluate different n+k UL grant to UL data and UL data to HARQ feedback times (further just HARQ-ACK timing), for which RTT and UL access delay time are summarized in Table 2. UL access delay is estimated as  and RTT equals to. Please refer to our accompanying contribution [5] for more details. Note that Combination Set No.1 refers to linear scaling of HARQ-ACK timing.   

[bookmark: _Ref452028160]Table 2 Combination sets of parameters for evaluation.
	
	7 symbol. sTTI
	2 symbol. TTI

	
	ssthresh = 45 * MSS, SR waiting time = 1ms for 7 OS, 0.5ms for 2OS

	
	UL access delay
	RTT
	UL access delay
	RTT

	Combination Set No.1 [n+4]
	10 sTTI
	8 sTTI
	12 sTTI
	8 sTTI

	Combination Set No.2
[n+5]
	12 sTTI
	10 sTTI
	14 sTTI
	10 sTTI

	Combination Set No.3
[n+6]
	14 sTTI
	12 sTTI
	16 sTTI
	12 sTTI

	Combination Set No.4
[n+7]
	16 sTTI
	14 sTTI
	18 sTTI
	14 sTTI

	Combination Set No.5
[n+8]
	18 sTTI
	16 sTTI
	20 sTTI
	16 sTTI




Figure 1 and Figure 2 provides SLS results for Combinations Sets 1-5 in Table 2 and 500kB and 100kB file size for cell-edge and mean user perceived throughput (UPT). The packet arrival rates correspond to resource utilizations of app. 20%, 40% and 60%. It can be observed that when 7OS TTI HARQ-ACK timing is linearly scaled (Case 1), but 2OS TTI HARQ-ACK timing is two times longer than linearly scaled (Case 2), the mean UPT is the same for these two cases. The losses from 2OS TTI (Case2 over Case 1) are observed for cell-edge as well as mean UPT. This observation holds irrespective of the two file sizes according to the agreed evaluation assumptions. Furthermore, for 500kB we show the UPT for legacy TTI and legacy HARQ-ACK timing. It can be also observed that to obtain benefit from 7OS compared to legacy 14OS TTI, the HARQ-ACK timing needs to be linearly scaled. 
Observation 1: 7OS sTTI with RTT=8sTTI performs similarly to 2OS sTTI with RTT=16sTTI 
With rather relaxed delay requirements for 2OS TTI, the cell-edge throughput becomes even worse compared to LTE legacy. This clearly indicates, that the envisioned gains of TTI shortening can only be harvested if a (at least close to) linearly reduction in processing time is specified. Therefore, enabling a rather long allowed processing time in order to support large potential timing advance seems not to be reasonable.
Observation 2: 2OS sTTI with RTT=18/20 sTTI shows cell-edge UPT loss compared to legacy TTI operation.
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Figure 1 UPT with 500kB file size and variable HARQ-ACK timing
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[bookmark: _Ref452104547][bookmark: _Ref452104753]Figure 2 UPT with 100kB file size and variable HARQ-ACK timing

Furthermore, it is observed that when HARQ-ACK timing is 2x longer than linearly scaled (i.e RTT=16sTTI instead of 8sTTI), more than 30% of the possible mean UPT performance of TTI shortening will be lost. 
Observation 3: 30% of the mean UPT is lost when HARQ-ACK timing of sTTI is 2x longer than linearly scaled (i.e RTT=16sTTI instead of 8sTTI)
Proposal: For shorter TTI assume linearly scaled HARQ-ACK timing (i.e. RTT=8sTTI).

4. Summary
In this paper we studied the impact of processing time reduction on UPT performance using TTI shortening. Our results clearly indicate, that relaxing the processing time leads to a large reduction of the possible UPT gains of TTI shortening. For very short TTI lengths operated at cell-edge with large timing advance, the gains totally vanish. 
Based on the results presented in this contribution, we have following observations and proposals: 
Observation 1: 7OS sTTI with RTT=8sTTI performs similarly to 2OS sTTI with RTT=16sTTI 
Observation 2: 2OS sTTI with RTT=18/20 sTTI shows cell-edge UPT loss compared to legacy TTI operation.
Observation 3: 30% of the mean UPT is lost when HARQ-ACK timing of sTTI is 2x longer than linearly scaled (i.e RTT=16sTTI instead of 8sTTI)
Proposal: For shorter TTI assume linearly scaled HARQ-ACK timing (i.e. RTT=8sTTI).
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Appendix A: Simulation parameters
[bookmark: _Ref447021782]TableA-1 Simulation assumptions
	Parameter
	Assumption

	System bandwidth
	20 MHz

	Duplex mode
	FDD

	Carrier frequency
	2GHz

	Cell layout
	Hexagonal grid, 7 sites, 21 cells per site, with wrap-around

	Number of UEs per macro sector
	 10 (80% indoor, 20% outdoor) 

	Inter-site distance
	500m

	UE speed
	3 km/h, quasi-static model

	Antenna configuration
	2x2, cross-polarized

	Receiver DL
	LMMSE-IRC

	eNB TX power
	46 dBm

	eNB antenna height
	25 m

	Antenna pattern
	3D

	UE Tx power
	23 dBm

	UE antenna height
	1.5 m

	Channel model
	3D-UMa

	Pathloss model
	UMa, with 3D distance between eNB and UE

	Shadowing
	UMa, with 3D distance between eNB and UE 

	Penetration loss
	Outdoor UEs: 0 dB, Indoor UEs: 20 dB+0.5din

	CSI feedback period
	5 ms

	Feedback mode
	3-1

	CSI report delay
	6 ms

	Channel and interference estimation
	Ideal

	UL access delay
	16/14/12/10/8 sTTIs + SR period waiting time

	HARQ RTT
	16/14/12/10/8 sTTIs

	SR period waiting time 
	1ms for 7/14 OS sTTI/TTI while 0.5 ms for 2OS

	 DRX
	Disabled

	Transport type
	TCP

	TCP ACKs
	Error-free

	Initial TCP Window
	3 x 1500 Bytes (MSS), RFC 5681, section 3.1

	Initial Ssthresh
	45 x 1500 Bytes (MSS)

	Ssthresh
	Dynamic according to RFC 5681, sections 3.1 and 3.2

	FTP file size
	0.5 MB/0.1MB

	User Packet arrival rate λ
	FTP model 3 with packet arrival according to Poisson process:
[0.25, 0.5, 0.75] and [1.25, 2.5, 3.75] for 500KB and 100KB, respectively.

	Scheduler
	TD: PF, FD: PF

	Maximum number of scheduled users per TTI
	10 (max)

	L1 overhead
	CRS with dynamic number of CCEs according to Num. of scheduled UEs 

	Core network delay
	2 ms

	TTI Length 
	7-symbols, 2-symbols

	MCS
	QPSK, 16 QAM, 64 QAM

	Network synchronization
	Synchronous
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