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1	Introduction
During Ran1 84bis meeting, following agreement was made to proceed with the channel coding for NR,
· Candidates for 5G new RAT data transmission are identified as the following
· LDPC code 
· Polar code 
· Convolutional code (LTE and/or enhanced convolutional coding)
· Turbo code (LTE and/or enhanced turbo coding)
· Note: It is RAN1 common understanding that combination of above codes is not precluded
· Note: Outer erasure code is not precluded
· Selection of 5G new RAT channel coding scheme(s) will consider,
· Performance
· Implementation complexity
· Latency (Decoding/Encoding)
· Flexibility (e.g., variable code length, code rate, HARQ (as applicable for particular scenario(s)))

In this contribution, we discuss the importance of implementation complexity and its relevance to the performance, algorithmic complexity, latency, and flexibility. 
[bookmark: OLE_LINK15][bookmark: OLE_LINK16][bookmark: OLE_LINK9][bookmark: OLE_LINK10][bookmark: OLE_LINK13][bookmark: OLE_LINK14]2	Discussion 
[bookmark: _GoBack]Selection of the channel coding scheme should address different requirements of each usage scenario of the NR. In [1, 2], we highlighted important requirements and evaluation criteria for channel coding candidates, and simulation assumptions were agreed to evaluate the performance of candidate schemes. We would like to emphasize that the coding performance, implementation complexity, latency, and flexibility may have various levels of relevance depending on the usage scenario, and some aspects can be crucial compared to other when achieving requirements of NR. 
2.1	Performance and algorithmic complexity
In [3-5], we have provided simulations results for all three usage scenarios of the NR. These simulations are mainly to consider the theoretical performance of the coding schemes with well-known algorithms. Summarized observations from the simulation results can be presented as, 
Table 1: Coding gain (dB) of LDPC relative to Turbo (a) QPSK (b) 64QAM

(a)
	Info block size (bits)
	BLER
	R=1/2
	R=2/3
	R=3/4
	R=5/6
	R=8/9

	100
	10%
	0
	0
	0.12
	0
	0.15

	
	1%
	-0.15
	0.1
	0.18
	0
	0.21

	400
	10%
	0.2
	0.1
	0.05
	0.05
	0.18

	
	1%
	0.18
	0.09
	0.09
	0.05
	0.18

	1000
	10%
	0.2
	0.2
	0.15
	0.1
	0.08

	
	1%
	0.22
	0.22
	0.18
	0.12
	0.12

	2000
	10%
	0.25
	0.2
	0.18
	0.09
	0.09

	
	1%
	0.25
	0.22
	0.2
	0.09
	0.08

	
6000
	10%
	0.2
	0.2
	0.18
	0.12
	0.05

	
	1%
	0.2
	0.2
	0.18
	0.12
	0.05




(b)
	Info block size (bits)
	BLER
	R=1/2
	R=2/3
	R=3/4
	R=5/6

	100
	10%
	-0.3
	-0.1
	0
	0.1

	
	1%
	-0.35
	0
	0.2
	0

	400
	10%
	-0.2
	-0.15
	-0.1
	-0.1

	
	1%
	-0.2
	-0.2
	-0.05
	0

	1000
	10%
	-0.2
	-0.01
	-0.01
	-0.15

	
	1%
	-0.22
	0
	0
	0.2

	2000
	10%
	-0.25
	-0.1
	0
	0

	
	1%
	-0.25
	0
	0.15
	0

	6000
	10%
	-0.25
	-0.09
	0
	0

	
	1%
	-0.25
	-0.09
	0
	-0.05


 

For QPSK, LDPC has some coding gain over turbo codes for all code block sizes. Similarly, turbo has better performance for 64QAM. In general, performance gains are considerably small. Good performances can be expected from all three coding schemes.
Algorithmic complexity (or decoding complexity) of a channel code is another evaluation criterion to compare different coding schemes. In general, a reduced decoding complexity is required to satisfy requirements of eMBB usage scenario. Table 2 provides complexity calculations for Turbo, LDPC, and polar codes for agreed decoder algorithms during the Ran1 84bis meeting.

Table 2: Complexity of Turbo, LDPC, Polar codes
	
	Turbo (MAX-LOG-MAP) [6]
	LDPC (Sum-Product) [6]
	LDPC (min-sum)[6]
	Polar (List-L)[7]

	Additions
	Imax*16*R*N*2m
	Imax*(2*N*dv + M*(2*dc-1))
	Imax*(2*N*dv + 2M)
	L*N*Log2N + (N-M)*L*log22L

	MAX process/ Comparison
	Imax*8*R*N*2m
	NA
	Imax* (2*dc-1)*M
	NA

	Look-up-table operations
	NA
	Imax*M*dc
	NA
	NA



Notations : N for code length, R for code rate, M for number of parity bits, m for memory length of component code of turbo code, dv for average variable degree of LDPC parity check matrix (PCM), dc for average check degree of LDPC PCM, L for size of list of polar code, Imax for maximum iteration number. The number of multiplication is included within additions by considering log domain processing. 

In general, the complexity of a decoder depends on various parameters and different conclusions can be made based on the construction of the code. In [3], we have presented several examples to show the algorithmic complexity. However, justifying algorithmic complexity to measure the complexity of the coding schemes is hard. Such calculations are mainly focused towards software implementation and cannot be adapted in a straightforward fashion to hardware implementation.
2.2 	Implementation complexity
Channel encoder/decoder implementations often consume substantial silicon chip area and baseband power. When delivering very high throughputs in NR energy efficiency can be the biggest challenge due to the limited available battery power in many devices. Considering excessive energy consumptions and chip area of existing LTE turbo decoders, we expect a substantial increase in energy consumption and chip area with turbo codes when the data rates go in multi-gigabit range. Therefore, the implementation aspects, considering area-efficiency, i.e. encoded/decoded throughput per given chip area (Gbps/mm2), and energy-efficiency, joules per bit in encoding/decoding (pJ/bit), play a significant role when deciding the coding candidate for next generation radio access technologies.

The complexity analysis in Section 2.1 can be used to evaluate a coding scheme to some extent. However, it often misleads the reader and might end-up facing critical hardware related issues. For example, good performances promised by polar list decoders are not yet implemented in hardware due to its large memory consumptions. However, the complexity calculation, which mostly counts the number of operations of the decoding algorithm, is not showing such specifics.

Why is it important to consider implementation complexity?

1. The implementation complexity of channel coding schemes for the same algorithmic complexity can vary by several orders of magnitude, depending on the selected implementation style. 

2. Energy efficiency often depends on the storage schemes and data transfers. Algorithmic complexity does not provide measure these aspects.

3. Supporting smaller granularity on code rates and block sizes while delivering high throughputs has a direct relation to the implementation complexities. In general, flexibility and energy efficiency are two conflicting goals. It is understood that the maximum energy efficiency is achieved by physically optimized circuits, however, at the expense of limited algorithmic and service parameter flexibility. Vice versa, higher area efficiency can be achieved at the cost of low energy efficiency. 

4. Benefits of having exact coding constructions can only be identified with the implementation complexity. In general, computation complexity does not measure such details. For example, quasi-cyclic LDPC and randomized design with similar computational complexity can have huge differences regarding implementation complexity.
How can we measure coding schemes with implementation aspects? 

1. Survey on the existing implementation efforts to identify possible shortcomings of candidate coding schemes
2. Come to a compromise flexibility and implementation complexity to meet the requirements of NR. 

Proposal 1: Implementation complexity of coding schemes is a crucial aspect when finalizing channel coding scheme for the eMBB scenario. Implementation survey and identifying relevant issues the coding candidates can be useful to measure pros and cons of each coding scheme.    

Implementation Survey

Several implementation efforts of eMBB channel coding candidates are summarized in Table 3. 

Table 3. Implementation survey on channel coding 
	
	LDPC
	Turbo
	Polar

	
		[8]
	[9]
	[10]
	[11]
	[12]
	[13]
	[14]
	[15]
	[16]

	Technology (nm)
	65 
	65
	65
	65
	45
	65
	90
	65
	40

	Code length/ standard
	2048
	2048
	2048
	672
	LTE
	LTE-A
	1024
	1024
	1024

	Code rate
	0.84
	0.84
	0.84
	0.5
	0.75
	-
	0.5
	0.5
	0.5

	Clock(MHz)
	195
	700
	100
	185
	40
	400
	1000
	410
	2.79
	300
	50
	248

	Chip area (mm2)
	4.55
	5.35
	5.10
	0.57
	11.1
	2.46
	3.21
	1.48
	NA

	Area-efficiency (Gbps/mm2) 
	19.1
	8.9
	1.2
	16.8
	3.6
	16.1
	0.34
	0.41
	0.89
	3.17
	0.52
	Throughput
254.1 Gbps

	Energy-efficiency (pJ/bit)
	15
	58.7
	21.5
	13.6
	3.9
	29.4
	2105
	1870
	11.45
	102.1
	23.8
	-

	Maximum latency (ns)
	56.4
	137
	960
	81
	375
	-
	-
	-
	358
	-
	-
	1470



Observation 1: Turbo implementations efforts show inferior performance considering both area and energy efficiencies. Supporting 20 Gbps throughputs with 1 W baseband power at the UE would require energy efficiencies around 50 pJ/bit, which is not possible with available turbo decoder implementations

Observation 2: LDPC have considerably good implementations due to parallelized architecture and flexibility of code design, and suitable to fulfill new radio access requirements. 

Observation 3: Polar coding implementations are relatively immature, where implementations efforts are only available for SC and iterative decoding. Polar list-decoder implementations with high throughputs are not yet available. The list decoding increases memory usage and also complexity dramatically depending on the list size, and this may not be a feasible option to provide very high throughputs. 

Proposal 2: All these codes have relatively complex design requirements and utilize substantial chip area. Therefore, it is always good to adopt a single code for the eMBB scenario. 
Proposal 3: LDPC seems to be the correct choice considering their implementation complexity and good theoretical performance over wider block range.

What are the reasons to have lower implementation efficiencies for turbo and polar codes?

Turbo coding 

We can increase SISO decoding modules and adopt decoding algorithms with higher radices in a parallel decoder to enhance the throughput of turbo decoders. However, the interleaving module has some limitations when realizing this. In turbo coding, the interleaver is a key component that enables turbo to have good performance. The task of the interleaver in parallel turbo decoding design has two major issues. On the one hand, it arranges the output of SISO decoders properly in memory instances, which corresponds to the memory writing circuit; on the other hand, it fetches the cached results from memories and distributes data among SISO decoders, which corresponds to the memory reading circuit. Memory conflicts often occur with parallel decoding schemes, and this results in performance degradation. 

Additionally, we need to have much higher number of iteration to achieve similar performance as traditional turbo decoding. Therefore, LTE turbo coding is not usable to deliver NR requirements. Even with parallel interleaver realizations, the memory requirements for turbo decoding go higher, and this often leads to poor energy efficiencies.
 
Polar coding 

The polar coding is regarded as a promising coding scheme with the performance obtain by using a list decoder with CRC. List CRC decoding has good performance with algorithmic complexity roughly O (L*N*log2N) for a list size L and code length N. As we highlighted earlier, algorithmic complexity often can mislead the actual implementation complexity of the decoding scheme. To the best of our understanding, this does not have real implementations that support Gbps throughput levels. The biggest obstacle to achieving such throughput is the very high memory requirements of the list decoder. Similar to the turbo codes, this leads to high energy consumptions. Additionally, polar coding with all other decoding algorithms does not provide competitive performance compared to turbo and LDPC.
3	Conclusion
This contribution discusses performance results, complexity and the significance of implementation complexity when deciding coding scheme for NR. We make the following observations and proposals:

Observation 1: Turbo implementations efforts show inferior performance considering both area and energy efficiencies. Supporting 20 Gbps throughputs with 1 W baseband power at the UE would require energy efficiencies around 50 pJ/bit, which is not possible with available turbo decoder implementations

Observation 2: LDPC have considerably good implementations due to parallelized architecture and flexibility of code design, and suitable to fulfill new radio access requirements. 

Observation 3: Polar coding implementations are relatively immature, where implementations efforts are only available for SC and iterative decoding. Polar list-decoder implementations with high throughputs are not yet available. The list decoding increases memory usage dramatically depending on the list size, and this may not be a feasible option to provide very high throughputs.

Proposal 1: Implementation complexity of coding schemes is a crucial aspect when finalizing channel coding scheme for the eMBB scenario. Implementation survey and identifying relevant issues the coding candidates can be useful to measure pros and cons of each coding scheme.
    
Proposal 2: All these codes have relatively complex design requirements and utilize substantial chip area. Therefore, it is always good to adopt a single code for the eMBB scenario. 
Proposal 3: LDPC seems to be the correct choice considering their implementation complexity and good theoretical performance over wider block range.
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