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Discussion and Decision
1
Introduction
In RAN1 #84bis meeting, mMTC and URLLC channel coding candidates were identified as convolutional codes, LDPC, Polar, and turbo codes. In particular, following agreements were made to start evaluating channel coding schemes [1]. 
Coding Candidates

· Identified channel coding schemes for each usage scenario

	eMBB
	mMTC
	URLLC

	
	Convolutional codes
	Convolutional codes

	LDPC
	LDPC 
	LDPC

	Polar 
	Polar
	Polar

	Turbo
	Turbo
	Turbo 


· Common simulation assumptions are required to evaluate theoretical performance of proposed coding schemes

· Selection of the coding scheme should also consider various other aspects

Initial Simulation Assumptions

· Focus mainly on the BLER performance of candidate coding schemes.

· Evaluate performance of coding schemes with similar code rates and block sizes. 

· Exact code constructions should be provided. 

· Example: Parity check matrices, polar code construction, ..
·  Encoding/decoding complexity of the adopted algorithms should be described.

In this contribution, we present simulation results for mMTC and URLLC channel coding candidates. 
2
Performance 
2.1


Simulation Assumptions
The following simulation assumptions were agreed during the RAN1 #84b meeting to start the evaluating different coding schemes with common assumptions. 
Simulation assumptions: URLLC and mMTC

· Evaluate BLER performance versus SNR

	Channel*
	AWGN

	Modulation
	QPSK, 16 QAM

	Coding Scheme
	Convolutional codes
	LDPC
	Polar
	Turbo

	Code rate
	1/12, 1/6, 1/3

	Decoding algorithm**
	List-X Viterbi
	min-sum
	List-Y 
	Max-log-MAP

	Info. block length*** (bits w/o CRC)
	20, 40, 200, 600, 1000


* Fading channels will be simulated in the next stage

** These algorithms are starting points for further study. Other variants of agreed algorithms can be used for encoding and decoding (Complexity details should be illustrated) 

*** At least these info. block length and code rate shall be evaluated. Other info. block lengths and code rates are not precluded. Similar info and encoded block lengths should be used for the evaluation. Total coded bits = info. Block length/code rate. Note: these info. block length and code rate are only for initial performance evaluations. They are not interpreted as design targets or assumptions for complexity analysis.

· General guidelines

1. Existing code constructions can be used for evaluation

2. Whenever feasible, performance comparison should adopt coding constructions with matching computational complexities

3. BLER simulations down to 10-4 is recommended (to observe the error floor) for URLLC

2.2


Simulation results

We have carried out the simulations for all the cases in the agreed table of parameters. Section 2.2.1 provides the simulated results, and related complexity analysis is described in section 2.2.2. Following assumptions were used in addition to the agreements above when producing the simulations results. 

Turbo code (TC): Rate 1/3 LTE turbo coding was used with eight iterations. Other code rates were obtained with repetition.

Convolutional code (CC): We used CC construction of rate 1/3 and memory constraints 8 with two encoding schemes. One scheme is with tail bits (to drive the encoder to 0 state) and another scheme without tail bits. CC Tail Punct denotes the first scheme in Figures 1-5, where 8 bits were used as tail bits and rate matched to fit the encoded bits to allocated resources. Similar repetition method was used to obtain lower coding rates

LDPC: Progressive Edge-Growth (PEG) was used to generate LDPC parity check matrix for all code blocks of rate 1/3. Other code rates were obtained using repetitions. Additionally, we used the min-sum algorithm with the number of iterations set according to the Table 2 in section 2.2.2.

PC-SC: Polar code with successive cancellation. Here, we do not use puncturing schemes. Therefore, some differences in coding rates can be seen, especially for K = 200, 600 and 1000.

Notations : N for code length, R for code rate, M for number of parity bits, m for memory length of component code of turbo code, dv for average variable degree of LDPC parity check matrix (PCM), dc for average check degree of LDPC PCM, L for size of list of polar code, Imax for maximum iteration number. 

2.2.1


Performance

20 bit info block size performance 
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Figure 1: BLER for all codes with info bits = 20 and code rates = 1/3, 1/6, 1/12 (a) QPSK (b) 16QAM

40 bit info block size performance 
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Figure 2: BLER for all codes with info bits = 40 and code rates = 1/3, 1/6, 1/12 (a) QPSK (b) 16QAM

200 bit info block size performance 
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Figure 3: BLER for all codes with info bits = 200 and code rates = 1/3, 1/6, 1/12 (a) QPSK (b) 16QAM
600 bit info block size performance 

[image: image7.png]BLER

BLER vs SNR, 75B_QPSK

Lag

SNR [dB]

8 TC, R=1/12

@@ CC, R=1/12

@—® CC Tail. Punct,R=1/12
©-0 PC-SC, R=1/12

@@ LDPC, MSA, R=1/12
B 8 TC, R=1/6

B @ CC, R=1/6

B @ CC Tail. Punct,R=1/6
O @ PC-SC, R=1/6

B @ LDPC, MSA, R=1/6
€¢ TC,R=1/3

@ @ CC,R=1/3

€ @ CC Tail. Punct,R=1/3
@@ PC-SC, R=1/3

@9 LDPC, MSA, R=1/3





(a)

[image: image8.png]BLER

8 TC, R=1/12

@@ CC, R=1/12

@—® CC Tail. Punct,R=1/12
©-0 PC-SC, R=1/12

@@ LDPC, MSA, R=1/12
B 8 TC, R=1/6

B @ CC, R=1/6

B @ CC Tail. Punct,R=1/6
O @ PC-SC, R=1/6

B @ LDPC, MSA, R=1/6
€¢ TC,R=1/3

@ @ CC,R=1/3

€ @ CC Tail. Punct,R=1/3
@@ PC-SC, R=1/3

@9 LDPC, MSA, R=1/3

SNR [dB]





(b)

Figure 4: BLER for all codes with info bits = 600 and code rates = 1/3, 1/6, 1/12 (a) QPSK (b) 16QAM
1000 bit info block size performance 

[image: image9.png]BLER

10°

10

BLER vs SNR, 125B_QPSK
0 g

*

8 TC, R=1/12

@@ CC, R=1/12

@—® CC Tail. Punct,R=1/12
©-0 PC-SC, R=1/12

@@ LDPC, MSA, R=1/12
B 8 TC, R=1/6

B @ CC, R=1/6

B @ CC Tail. Punct,R=1/6
O @ PC-SC, R=1/6

B @ LDPC, MSA, R=1/6
€¢ TC,R=1/3

@ @ CC,R=1/3

€ @ CC Tail. Punct,R=1/3
@@ PC-SC, R=1/3

@9 LDPC, MSA, R=1/3

SNR [dB]





(a)

[image: image10.png]BLER

8 TC, R=1/12

@@ CC, R=1/12

@—® CC Tail. Punct,R=1/12
©-0 PC-SC, R=1/12

@@ LDPC, MSA, R=1/12
B 8 TC, R=1/6

B @ CC, R=1/6

B @ CC Tail. Punct,R=1/6
O @ PC-SC, R=1/6

B @ LDPC, MSA, R=1/6
€¢ TC,R=1/3

@ @ CC,R=1/3

€ @ CC Tail. Punct,R=1/3
@@ PC-SC, R=1/3

@9 LDPC, MSA, R=1/3

SNR [dB]





(b)

Figure 5: BLER for all codes with info bits = 1000 and code rates = 1/3, 1/6, 1/12 (a) QPSK (b) 16QAM
2.2.2


Algorithmic complexity 

Here, we present details of algorithmic complexity associated with the simulation results. Table 1 is used as the basis to calculate the number of operation. 

Table 1: Complexity of turbo, LDPC, polar, and convolutional codes

	
	Turbo (MAX-LOG-MAP)
	LDPC (min-sum)
	Polar (List-L SC)
	CC (Viterbi)

	Additions
	Imax*16*R*N*2m
	Imax*(2*N*dv + 2M)
	L*N*Log2N + (N-M)*L*log22L
	4*R*N*2m

	MAX process/ Comparison
	Imax*8*R*N*2m
	Imax* (2*dc-1)*M
	NA
	NA

	Look-up-table operations
	NA
	NA
	NA
	NA


Table 2: Algorithmic complexity for coding rate 1/3
	Info. block (bits)
	Coding scheme
	m
	dv
	dc
	Iteration
	L
	Complexity
	Percentage (w.r.t Turbo)

	20
	Turbo
	3
	
	
	8
	
	30720
	100.0%

	
	LDPC
	
	2.576
	3.864
	47
	
	30940
	100.7%

	
	Polar (20,64)
	
	
	
	
	1
	404
	1.3%

	
	CC
	8
	
	
	
	
	20480
	66.7%

	40
	Turbo
	3
	
	
	8
	
	61440
	100.0%

	
	LDPC
	
	2.576
	3.864
	47
	
	61880
	100.7%

	
	Polar (40,128)
	
	
	
	
	1
	936
	1.5%

	
	CC
	8
	
	
	
	
	40960
	66.7%

	200
	Turbo
	3
	
	
	8
	
	307200
	100.0%

	
	LDPC
	
	2.576
	3.864
	47
	
	309400
	100.7%

	
	Polar (200,512)
	
	
	
	
	1
	4808
	1.6%

	
	CC
	8
	
	
	
	
	204800
	66.7%

	600
	Turbo (608)
	3
	
	
	8
	
	921600
	100.0%

	
	LDPC
	
	2.576
	3.864
	47
	
	928201
	100.7%

	
	Polar (600,1024)
	
	
	
	
	1
	10840
	1.2%

	
	CC
	8
	
	
	
	
	614400
	66.7%

	1000
	Turbo (1008)
	3
	
	
	8
	
	1536000
	100.0%

	
	LDPC
	
	2.576
	3.864
	47
	
	1547002
	100.7%

	
	Polar (1000, 2048)
	
	
	
	
	1
	23528
	1.5%

	
	CC
	8
	
	
	
	
	1024000
	66.7%


Detailed complexity calculation and the comparison percentages with turbo coding is illustrated in Table 2. The number of iterations for turbo decoding was set to 8 iterations as the baseline when calculating the number of iterations for LDPC decoding (to have similar complexity). A similar complexity calculation is valid for 1/6 and 1/12 code rates as we used repetitions with 1/3 code rate. For polar codes, we used successive cancellation decoding, where computation complexity is quite small compared to other codes. See Table 3. 
Table 3: Actual coding rates and complexity for polar codes for rates 1/6 and 1/12
	Code rate
	Info (K)
	length (N)
	Actual code rate
	L
	Complexity

	 1/6
	20
	128
	0.156
	1
	916

	
	40
	256
	0.156
	1
	2088

	
	200
	1024
	0.195
	1
	10440

	
	600
	2048
	0.293
	1
	23128

	
	1000
	4096
	0.244
	1
	50152

	  1/12
	20
	256
	0.078
	1
	2068

	
	40
	512
	0.078
	1
	4648

	
	200
	2048
	0.098
	1
	22728

	
	600
	4096
	0.146
	1
	49752

	
	1000
	8192
	0.122
	1
	107496


2.2


Discussion

Results above are useful to determine the performance variations for all coding schemes, and relevance of these results should carefully match to the usage scenario of NR. For example, encoded block sizes larger than 1000 bits might not be useful for mMTC discussions. Additionally, these simulation results and algorithmic complexity analysis can be used to identify differences in coding schemes only to some extent. Many other aspects were not captured in the initial simulation assumptions. The performance of the LDPC can be improved with optimized PCM design for lower code rates or by improving rate matching scheme. In general, both codes should perform similarly for block sizes larger than 200 bits. 
mMTC coding performance

In general, mMTC related simulations covered under lower modulation QPSK results. Therefore, the following observations are mainly based on the Fig 1-5 (a) and Table 1-3. 

Observation 1: For info block sizes 20 and 40, CC with tail bits with rate matching (to have similar code rate) performing better than other candidates for all code rates.  Computation complexity is also smaller compared to LDPC and turbo codes. 

For info block of 200 bits, encoded bit become 600, 1200, and 2400 bits. As mentioned earlier, mMTC use smaller encoded block lengths mostly not greater than 1000 bits. Therefore, following observation can be made based on Figure 2 (a),

Observation 2: For info block sizes 200, turbo coding has better BLER performance compared to other candidates, not significant compared to CC with tail bits. Considering lower computation complexity and implementation related aspects of CC, we think that the performance of CC is still very suitable for this block size. 
All other simulation results are not that usable to discuss aspect related to mMTC. In general, we can see that CC with tail bits have better performance, already adopted in NB-IOT, and suitable for mMTC of NR. 

Proposal 1: Finalize CC with tail bits as the coding scheme for mMTC usage scenario of NR. 

URLLC coding performance
In general, all the simulation results and complexity analysis can be used to discuss the URLLC coding performances. However, we think that the many other aspects are more critical when evaluating coding schemes for URLLC. For example, when the latency is constrained, we might not be able to use higher iterations for LDPC and turbo codes. There processing latencies are quite high. Similarly, the performance with constrained structural latency is poor as in the out analysis in [2]. 
Observation 3: When latency constraints are not assumed, the BLER performance of turbo codes with max-log-map and eight iterations (very similar to available turbo implementations) has better performance compared to other candidates. 

Proposal 2: For URLLC, latency can be the critical issue compared many other aspects. Further investigation on processing latencies and structural latency constrained performances is required prior finalizing the coding scheme.  

3
Conclusion

In this contribution, we presented link level simulations of channel coding candidates for mMTC and URLLC usage scenarios in NR. Observations and proposals are, 

Observation 1: For info block sizes 20 and 40, CC with tail bits with rate matching (to have similar code rate) performing better than other candidates for all code rates.  Computation complexity is also smaller compared to LDPC and turbo codes.

Observation 2: For info block sizes 200, turbo coding has better BLER performance compared to candidates, not significant compared to CC with tail bits. Considering lower computation complexity and implementation related aspects of CC, we think that the performance of CC is still very suitable for this block size. 
Observation 3: When latency constraints are not assumed, the BLER performance of turbo codes with max-log-map and eight iterations (very similar to available turbo implementations) has better performance compared to other candidates. 

Proposal 1: Finalize CC with tail bits as the coding scheme for mMTC usage scenario of NR. 

Proposal 2: For URLLC, latency can be the critical issue compared many other aspects. Further investigation on processing latencies and structural latency constrained performances is required prior finalizing the coding scheme.  
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