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1 Introduction

In this contribution we discuss the structure of resource pools and different aspects related to scheduling for V2X over PC5. 
In RAN1#84bis, the following was agreed:

Agreement:
· If at TTI n resource selection/reselection is triggered in UE autonomous resource selection mode,

· The UE at least senses between TTI n-a and TTI n-b (FFS a and b with a>b>0), where a and b are integers

· Working assumption: The values a and b are common for V2V UEs. 

· UE selects time-frequency resource(s) for PSSCH 

· UE transmits SA in TTI n+c where c is an integer

· FFS whether c is a fixed value (>= 0) or variable.

Agreement:
· In UE autonomous resource selection mode, SA can be transmitted for every TB.

· FFS whether to support transmitting and/or receiving TB without SA

· FFS whether every data (re)transmission for the same TB has the associated SA transmission.
Agreement:
· In UE autonomous resource selection mode,

· UE transmits SA at TTI n+c indicating the associated data which is transmitted at TTI n+d (FFS d with d>=c), where c and d are integers

· UE indicates whether it intends to reuse the frequency resource signaled for transmission at TTI n+d for potential transmission at TTI n+e for another TB (FFS e with d<e), where e is an integer

· FFS whether this indication is implicit or explicit.

· FFS if and how to signal the value for e

· FFS how the UE determines the value for e

· FFS whether e is a single value or can be multiple values

· FFS whether, and if so how, a UE can notify later that it no longer intends to use the resource at TTI n+e.

· FFS how the UE decides to indicate this

· Other details FFS

In this paper we address some of the open issues listed above. We discuss related issue together with our papers on sensing on and resource selection [5] and resource reselection [6].
2 Discussion on V2X Pools
V2X traffic is expected to be highly dynamic both geographically and time-wise. Also, specific services (V2I, V2P, V2V) are associated with different radio requirements, typical loads, and other constraints.

2.1 Data Pools

A possible approach would be to define arbitrarily configurable resource pools and map different traffic to such pools. The NW may configure such pools to be more or less overlapping if not mutually orthogonal. We see some benefits in defining specific data pools for V2X, I2X and P2X, which may only be accessed by UEs with traffic identified as vehicular, infrastructure or pedestrian, respectively. As a general rule, all receivers should be able to monitor all pools (possibly except for pedestrian receivers). 
We further see benefit in enabling the eNB to restrict UEs access to pools based on the type of synchronization used by the UE. E.g., a cell may allow RRC_IDLE UEs deriving synchronization from GNSS to only access a subset of the pools, while RRC_CONNECTED UEs have access to the full pools. This is to allow flexible Uu/PC5 coexistence without necessarily burdening the eNB with too many parallel RRC_CONNECTIONS. This allows both to control the interference between UEs with different timing references and also to allow the receiver to decode correctly the transmissions (e.g., adjust the receiver window, etc.), as we discuss in [4].
Finally, we do not see the benefit of further splitting pools between, periodic/aperiodic traffic, different priorities, or by introducing additional “exceptional case” pools. Introducing additional pools would result in further resource fragmentation and corresponding degraded system performance. 

Proposals:
· Only 3 types of data pools are defined: V2X, I2X, and P2X.

· Transmitting UEs access the corresponding pool based on the type of transmission.

· Receiving UEs should be able to potentially monitor all pools.
· The pools may at least partly overlap.

· Access to subsets of data pools may be restricted depending on the source of synchronization used (GNSS, eNB) by transmitting UEs.
· Avoid different data pools periodic/aperiodic traffic, different priorities, or for other “exceptional cases”.
· Pools fragmentation is bad for system performance; it is more efficient to enable dynamic coexistence within the pools.
· The SA includes information about the resource allocation protocol (e.g., centralized, distributed, etc.).
2.2 SA Pools
When it comes to transmission of SAs, the following two aspects need to be considered. First, different types of traffic may have different latency requirements. For example, event-triggered aperiodic traffic may need fast scheduling procedures to meet the stringent latency requirements; in contrast, periodic traffic may call for a different type of scheduling that takes this periodicity into account. Second, SAs for different types of traffic may require different levels of reliability. We believe that this can be achieved by using appropriate resource allocation algorithms. However, if necessary for ensuring different degrees of protection, different pools of SA resources may be defined.

Some of the agreed scenarios for V2X applications are very challenging and it seems that performance requirements may only be met if centralized resource management is used (e.g., resource allocation by an eNB). For centralized solutions to be effective, resources controlled by eNBs must be protected. We believe that this can be achieved by means of sensing protocols, etc. without a need for differentiating resources for eNB-controlled RA from those used for UE-controlled RA. However, if necessary, different pools of resources may be defined to differentiate resources for eNB-controlled RA from those used for UE-controlled RA.
Proposals:

· One SA pool is defined for all types of SAs scheduling V2X packets.

· SA packets for different types of transmission may have different levels of protection

· FFS: Whether it is necessary to separate different types of SA packets into different pools to ensure adequate protection of sensitive SAs.

· FFS: whether V2X, I2X, and P2X have different SA pools.
2.3 Latency considerations
The Rel-12 SA framework is too inefficient for V2X. The short latency requirements of V2X messages impose that SA pools repeat every ~20ms (based on the most stringent requirement from SA1) or ~100ms assuming the more relaxed SA1 requirement. In any case the overhead of scheduling assignment is so large that system efficiency degrades significantly. We observe also that DSRC/WAVE does not have fixed scheduling assignment overhead, which motivates optimization of the LTE direct resource allocation. In order to discuss improvements to scheduling efficiency, we first observe the following:

Observations:

· Latency requirements defined by SA1 apply to data transmissions:
· In case of periodic traffic scheduling latency is decoupled from data latency requirements.

· In case of event-triggered traffic scheduling latency should be included in the latency requirement.
3 Direct scheduling over PC5

For the sake of clarity, we define the following terminology:

· Booking resources. A UE is allowed book resources for future transmission. A UE that books resources is informing other UEs of its intention to use those resources for transmission.

· Dropping booked resources. A UE that has booked some resources may drop the booking. A UE can only drop its own bookings. A UE that is dropping a booking is informing other UEs that it no longer has the intention to use those resources for transmission.

As we describe below, a UE may drop a booking (corresponding to resources previously booked) and at the same time book some other resources for future transmission.

As we discuss in [3], future packet arrivals to the L2 transmit buffer do not occur at deterministic times due to reasons outisde the control of 3GPP. We observe also that the efficiency of the distributed resource allocation relies on the fact that UEs are able to establish bookings for future resource utilization. In view of these two observations, we propose the following mechanism for semi-persistent transmission:
· A UE predicts next packet arrival (to the L2 tx buffer) based on the arrival time of previous packets. Based on this prediction, the UE sets the value of Tnext,tx (i.e., parameter ‘e’ in the agreements in Section 1), which indicates the time interval between the current transmission and the next one. For example, Tnext,tx may reflect the predicted arrival time for the next packet, relative to the transmission time of the current SA/data. The UE updates the value for Tnext,tx every time it schedules a new transmission.
· In each SA, the transmitting UE may inform all other UEs of its intention to transmit in the same frequency resources after a certain time Tnext,tx (see Figure 1). That is, the UE may book the resources for future transmission.
· If a UE has no packet to transmit (e.g., because no packet has arrived in time to the L2 TX) on resources that it has not previously booked:

· The UE has the possibility to drop the booking by transmitting a new SA packet, at least Tdrop seconds before the booked resources (see Figure 1). The resources unbooked in this way can be opportunistically used by some other UE, as we illustrate in Figure 3. Note that the UE may only transmit the unbooking SA packet if there are SA resources available for this purpose.

· If the UE cannot drop the booking, then it may transmit the SA with no associated data (see Figure 2). This allows the UE to establish a new booking without transmitting padding data that would only create interference. 

· In both cases, the transmitted SA can create one more booking of resources. For this booking, the UE choses the minimum possible value for Tnext,tx (in the figures denoted as Tmin). It could be discussed whether a UE is allowed to book resources consecutively two or more times without using them for transmission.
The booking and dropping mechanisms cover both the resources used for transmission of SA and data. Moreover, they include all retransmissions of a TB that are signaled by the SA.
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Figure 1. Illustration of the utilization of the booking and dropping mechanisms for scheduling transmissions. This shows how the scheduling process can adapt to longer packet inter-arrival times than predicted.
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Figure 2. Illustration of an unused transmission opportunity without unbooking. The SA is transmitted to establish a future booking (after Tmin).
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Figure 3. Illustration of opportunistic reutilization of the resources freed by a booking drop.
The preceding mechanism allows a UE to adapt the scheduling to messages that arrive later than expected. For messages arriving earlier than expected, the UE can schedule new transmissions for them, as we illustrate in Figure 4. The UE can decide to keep the old booking active or establish a new one and drop the previous one as described above. Figure 4 also illustrates how the UE adapts Tnext,tx (from 600 ms to 400 ms) based on the time of arrival of previous packets (the first two packets are separated by 350 ms).
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Figure 4. Illustration of the adaptation of the scheduling process to packet arrivals with shorter inter-arrival times than predicted.
Note that UEs using the scheduling mechanisms described here need to follow the rules agreed for sensing. For example, a UE may not transmit the SA used for dropping a booking if it has sensed that those resources are booked by another UE. Similarly, if a UE senses that some resources are booked by another UE, it may not book them for its own use. For example, in Figure 3 UE2 is not allowed to book resources after Tnext,tx =Tmin since these are already booked by UE1.
Proposals:

· Transmission of SA alone is supported.
· If the UE has booked resources for transmission during TTI n (first transmission of a TB) and has not received a packet in its TX buffer at the end of TTI n-g.

· The UE does not transmit on the booked data resources

· The UE may send an SA alone at TTI n-f to drop the coming booking

· FFS: values of parameters g>f>0
· Alternatively, the UE may send an SA alone at TTI n on the selected SA resources

· In both cases, the SA may still book resources in the future.
· FFS if a UE is allowed to book resources after dropping N consecutive bookings.

· If the UE transmits an SA scheduling a transmission and booking resources for future use, then:

· The UE predicts next packet arrival time Tnext,packet based on the difference Tdiff between the arrival time of the last 2 packets 

· Tdiff = Tprev,1 - Tprev,2 

· Tnext,packet = Tprev,1 + Tdiff
· The resources are booked with Tnext,tx = 100*k for k={1,…,10} for the smallest k such that Tdiff <= 100*k or k=10 if Tdiff > 100*k 

· If the UE transmits an SA that drops a coming booking and booking resources for future use, then:

· The resources are booked with Tnext,tx = 100. 

· UEs always need to follow the sensing rules regarding the resources used by other UEs (e.g., for scheduling or booking when changing periodicity, when transmitting SA alone to drop a booking, etc.).
We discuss details of sensing and resource selection in [5] and resource reselection in [6].
4 Signaling considerations
4.1 Scheduling assignments
As we argue in Section 4.2 transmission patterns for (re)transmissions for both SA and data should be avoided. Thus, every SA is independent, self-contained and chedules future (re)transmissions of a TB. This also means that the contents of the SA may vary between retransmission of a single TB, making the use of soft combinations impossible. We emphasize that the contents of the SA may change but not the format (i.e., payload, channel code, etc.). We discuss the contents of PSCCH in [2].
Proposals:

· A single SA format is supported

· Soft combinations of SA (re)transmissions are not assumed.

· Each SA (re)transmission is independent and self-contained.

· The concents of the SA may vary between (re)transmissions

· Each SA schedules up to N (value FFS) (re)transmissions

· All data retransmissions are scheduled within Tspan,SA (value FFS) of the SA.
· SA carries explicit indicators for booking resources (1 bit), for dropping a booking (1 bit) and the value of Tnext,tx
· Tnext,tx can take value k*100 for k=1,…,100
4.2 Resource patterns

We believe that the use of patterns is hardly compatible with sensing-based resource allocation and highly loaded scenarios. On the one hand, a large number of available (i.e., different) is necessary to reduce collision and half duplex probabilities to acceptable levels. On the other hand, the complexity of sensing grows significantly with the number of patterns.  

Observation:

· The complexity of sensing a large number of different patterns, which are necessary in highly-loaded scenarios, is very high.

· In case of SA/data retx, the resource scheduler must have full flexibility in selecting independently the resources for each (re)tx of the SA/data within the pool.
Proposal:

· Resources for (re)transmissions of SA/data are not constrained to predefined patterns.
5 Conclusions

In this contribution, we have observed and proposed the following:

Proposals:

· Only 3 types of data pools are defined: V2X, I2X, and P2X.

· Transmitting UEs access the corresponding pool based on the type of transmission.

· Receiving UEs should be able to potentially monitor all pools.
· The pools may at least partly overlap.

· Access to subsets of data pools may be restricted depending on the source of synchronization used (GNSS, eNB) by transmitting UEs.
· Avoid different data pools periodic/aperiodic traffic, different priorities, or for other “exceptional cases”.

· Pools fragmentation is bad for system performance; it is more efficient to enable dynamic coexistence within the pools.
· The SA includes information about the resource allocation protocol (e.g., centralized, distributed, etc.).
· One SA pool is defined for all types of SAs scheduling V2X packets.

· SA packets for different types of transmission may have different levels of protection

· FFS: Whether it is necessary to separate different types of SA packets into different pools to ensure adequate protection of sensitive SAs.

· FFS: whether V2X, I2X, and P2X have different SA pools.

Observations:

· Latency requirements defined by SA1 apply to data transmissions:
· In case of periodic traffic scheduling latency is decoupled from data latency requirements.

· In case of event-triggered traffic scheduling latency should be included in the latency requirement.
Proposals:

· Transmission of SA alone is supported.
· If the UE has booked resources for transmission during TTI n (first transmission of a TB) and has not received a packet in its TX buffer at the end of TTI n-g.

· The UE does not transmit on the booked data resources

· The UE may send an SA alone at TTI n-f to drop the coming booking

· FFS: values of parameters g>f>0
· Alternatively, the UE may send an SA alone at TTI n on the selected SA resources

· In both cases, the SA may still book resources in the future.
· FFS if a UE is allowed to book resources after dropping N consecutive bookings.

· If the UE transmits an SA scheduling a transmission and booking resources for future use, then:

· The UE predicts next packet arrival time Tnext,packet based on the difference Tdiff between the arrival time of the last 2 packets 

· Tdiff = Tprev,1 - Tprev,2 

· Tnext,packet = Tprev,1 + Tdiff
· The resources are booked with Tnext,tx = 100*k for k={1,…,10} for the smallest k such that Tdiff <= 100*k or k=10 if Tdiff > 100*k 

· If the UE transmits an SA that drops a coming booking and booking resources for future use, then:

· The resources are booked with Tnext,tx = 100. 

· UEs always need to follow the sensing rules regarding the resources used by other UEs (e.g., for scheduling or booking when changing periodicity, when transmitting SA alone to drop a booking, etc.).
· A single SA format is supported

· Soft combinations of SA (re)transmissions are not assumed.

· Each SA (re)transmission is independent and self-contained.

· The concents of the SA may vary between (re)transmissions

· Each SA schedules up to N (value FFS) (re)transmissions

· All data retransmissions are scheduled within Tspan,SA (value FFS) of the SA.

· SA carries explicit indicators for booking resources (1 bit), for dropping a booking (1 bit) and the value of Tnext,tx
· Tnext,tx can take value k*100 for k=1,…,100
Observation:

· The complexity of sensing a large number of different patterns, which are necessary in highly-loaded scenarios, is very high.

· In case of SA/data retx, the resource scheduler must have full flexibility in selecting independently the resources for each (re)tx of the SA/data within the pool.
Proposal:

· Resources for (re)transmissions of SA/data are not constrained to predefined patterns.
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