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1. Introduction
In last RAN1#84bis meeting, the study on several channel coding schemes were agreed [1] as follows:
Coding candidates:
· Identified channel coding schemes for each usage scenario
	eMBB
	mMTC
	URLLC

	
	Convolutional codes
	Convolutional codes

	LDPC
	LDPC 
	LDPC

	Polar 
	Polar
	Polar

	Turbo
	Turbo
	Turbo 


· Common simulation assumptions are required to evaluate theoretical performance of proposed coding schemes
· Selection of the coding scheme should also consider various other aspects
Initial Simulation Assumptions:
· Focus mainly on the BLER performance of candidate coding schemes.
· Evaluate performance of coding schemes with similar code rates and block sizes. 
· Exact code constructions should be provided. 
· Example: Parity check matrices, polar code construction, ..
· Encoding/decoding complexity of the adopted algorithms should be described.
In this contribution, we discuss some aspects on polar code design and provide preliminary performance comparison between turbo code and polar code.  
2. Discussions on polar code design
2.1. Good bit channels selection
Polar codes employ channel polarization property that channel can be classified into two categories as codeword length goes to infinity, so called, noise free and noisy bit channels. When the data would be assigned to noise free channel, the channel capacity can be achieved. Hence, it is required to find noise free channels for data transmissions over them. There were several methods to find the good bit channels [2][3]. An algorithm to find good bit channels (e.g., density evolution) may be dependent on the operation SNR [3]. We show initial performance results when the good bit channels are obtained by a specific SNR value and are used at other SNR values in Figure 1. The evaluation assumptions are summarized in Table 1 in Appendix. In this evaluation, the fixed good bit channels are obtained at SNR of 0 dB and re-used at other SNR values. The performance difference between variable good bit channels and fixed good bit channels is about 0.3 dB at a FER of 10 %. Since it may be desirable for the good bit channels to be fixed regardless of operation SNR, it is required to further investigate this aspect.
Proposal 1: Further investigation is needed for good bit channel selection of polar code.
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Figure 1 Performance difference depending on the good bit channels selection.

2.2. Code block segmentation
According to current LTE specification, the transport block (TB) larger than 6120 bit will be segmented into multiple code blocks. Theoretically, polar codes will show better performance as a codeword length becomes larger. However, the larger codeword length may give negative impact to the decoding complexity in receiver. Hence, when we evaluate polar code performance for a large TB, we should consider the decoding complexity, too.
Proposal 2: When we evaluate polar code performance for a large TB, we should consider the decoding complexity.
2.3. HARQ support
HARQ functionality may be beneficial to improve the throughput performance at least for eMBB scenario. Since current LTE specification supports incremental redundancy (IR) HARQ, it is straightforward to study support IR HARQ with polar code as a starting point. Then, we need study how the rate matching will operate with a polar code: how to puncture and/or repeat the codeword. For example, assuming TBS+CRC of 400 bits, a (800, 400) polar codeword having coding rate of 1/2 can be achieved by puncturing 224 bits of (1024, 400) polar code and by repeating 288 bits of (512, 400) polar code, respectively, where (n, k) denotes a codeword length of n and information data length (e.g., TBS+CRC) of k. Since it is very desirable to support various code rates or TBS, a polar code should support flexible rate matching. 
Proposal 3: Polar coding scheme should support flexible rate matching.
3. Preliminary performance comparison between polar code and turbo code 
In this section, we provide preliminary performance comparison between polar code and turbo code. The simulation assumptions are shown in Table 1. Polar code construction for evaluation according to variable code rates are summarized in Table 2. Turbo code for evaluation is based on the current specification. 
Table 2 Polar code construction for evaluation.
	Code rate
	TBS+CRC=400 bits
	TBS+CRC=1024 bits

	1/5
	(2048, 400)
	(5120, 1024) repeated by (4096, 1024)

	1/3
	(1200, 400) repeated by (1024, 400)
	(3072, 1024) punctured by (4096, 1024)

	2/5
	(1024, 400)
	(2560, 1024) repeated by (2048, 1024)

	1/2
	(800, 400) repeated by (512, 400)
	(2048, 1024)

	2/3
	(600, 400) repeated by (512, 400)
	

	3/4
	(533, 400) repeated by (512, 400)
	

	5/6
	(480, 400) punctured by (512, 400)
	

	8/9
	(450, 400) punctured by (512, 400)
	


Figure 2 and Figure 3 shows the performance results assuming TBS+CRC of 400 bits and around 1000 bits, respectively. As can be seen in Figure 2 and Figure 3, turbo code outperforms polar code in case of TBS 400 bits and 1000 bits. However, further evaluations including enhanced polar decoder and other TBS values will be required. 
[image: ]Figure 2 Performance comparison between polar code and turbo code for TBS of 400 bits
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Figure 3 Performance comparison between polar code and turbo code for TBS of around 1000 bits

4. Conclusions
In this contribution, we discussed several aspects of polar code design and proposed as follows: 
Proposal 1: Further investigation is needed for good bit channel selection of polar code.
Proposal 2: When we evaluate polar code performance for a large TB, we should consider the decoding complexity.
Proposal 3: Polar coding scheme should support flexible rate matching.
In addition, we provide preliminary performance comparison between polar code and turbo code.
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Appendix
Table 1 Evaluation assumptions for polar code
	Polar code
	Codeword length (N)
	256, 512, 1024, 2048, 4096

	
	TBS+CRC
	128, 400, 1024

	
	Decoding
	List-1

	
	Good bit channel selection algorithm
	Density evolution

	Turbo code
	TBS+CRC
	400, 1008

	
	Decoding
	Max-log-MAP

	Common
	Channel
	AWGN

	
	Coding rate
	1/5, 1/3, 2/5, 1/2, 2/3, 3/4, 5/6, 8/9
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