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Introduction
In RAN#71, a new study item, “Study on New Radio Access Technology,” has been approved. The initial work of the study item is expected to focus on fundamental physical layer signal structure for new RAT, of which channel coding schemes is listed as an area to investigate.
In RAN1#84bis, the following was agreed on channel coding candidates for NR:
	Agreements:
· Candidates for 5G new RAT data transmission are identified as the following
· LDPC code 
· Polar code 
· Convolutional code (LTE and/or enhanced convolutional coding)
· Turbo code (LTE and/or enhanced turbo coding)
· Note: It is RAN1 common understanding that combination of above codes is not precluded
· Note: Outer erasure code is not precluded
· Selection of 5G new RAT channel coding scheme(s) will consider,
· Performance
· Implementation complexity 
· Latency (Decoding/Encoding)
· Flexibility (e.g., variable code length, code rate, HARQ (as applicable for particular scenario(s)))



In this paper, we discuss the channel coding candidates for transmissions requiring larger information block sizes. 
Application and Requirements
For transmission using relatively larger information block sizes, the NR application is eMBB. The transport block sizes TBS, and correspondingly information block sizes K, can span a wide range. For example, the agreed evaluation assumption for eMBB and information block sizes K{100, 400, 1000, 2000, 4000, 6000, 8000} bits, with optional K of {12000, 16000, 32000, 64000} bits. For evaluation of eMBB, the code rate R is up to 8/9. The combination of larger K and higher R, together with high order of modulation, reflects the need of achieving high data throughput for the eMBB scenario.
Note that the NR applications URLLC and mMTC are expected to use small information block sizes (roughly K1000 bits) and low code rate (roughly R1/3). Hence the design requirements here do not need to consider URLLC and mMTC applications.
Candidate Code Types for Long Block Length
Turbo code
Performance
Theoretical analysis shows that turbo codes retain a very good performance under puncturing up to code rate 0.82 [13].  For even higher code rate, simulation shows that turbo code has error floor above BLER=10-4, but still excellent performance at waterfall region [19]. Since the target operating point of adaptive modulation and coding (AMC) scheme is 10-1, the error floor above BLER=10-4 is not an issue. Due to the robust performance under puncturing to obtain arbitrary code rate (up to R=0.93 in LTE), rate-compatible turbo codes can be successfully deployed in hybrid ARQ with incremental redundancy through the use of different puncturing patterns in different transmissions. 
Implementation complexity
Turbo code implementation is mature and widely used. Existing 3GPP LTE relies on turbo codes for a full range of info block lengths for data channel. In addition to 3GPP LTE, turbo codes are used in numerous other industry standards as well, including DVB-RCS, DVB-RCT, DVB-RCS2, DVB-SH, IEEE 802.16, HomePlug AV, and HomePlug AV2.
Turbo decoder is sometimes considered inferior to LDPC decoder in terms of power consumption. However, the actual comparison depends on several factors, including the target performance and code flexibility (i.e., the range of code sizes and code rates to be defined).  [14] shows based on suitable metrics, LTE turbo decoder has similar area efficiency and better energy efficiency than those of a flexible LDPC decoder. If further comparing the LTE turbo decoder to LDPC decoder of individual code rates, the LTE turbo decoder has comparable area efficiency and better energy efficiency when compared with that of a R=1/2 LDPC code in a flexible LDPC design. In terms of area efficiency and energy efficiency, LTE turbo decoder is worse than LDPC decoder only at high code rate, e.g., R=0.83. As flexibility is expected of the channel coding design for NR, the increased implementation complexity, chip area, and energy consumption, which come with a flexible LDPC code design, should be taken into account.
In terms of number of operations, Section 4 shows that 8 iterations of max-log-MAP decoder of turbo decoder has comparable number of operations as that of 20 iterations of min-sum LDPC decoder with mother code rate 1/3. However, [18] [19] show that when 8 iterations of max-log-MAP turbo decoder outperforms 20 iterations of min-sum LDPC decoder for all info sizes and code rates examined.
Furthermore, continuing to use turbo codes reduces the design time of the channel coding block. Combining the very mature turbo decoder implementation, this shortens the time to market for the new RAT.  In contrast, introducing LDPC codes require lengthy design time at 3GPP meetings, and extended implementation and testing time for both UE and eNodeB.
Latency
Turbo decoder is serial in nature. To reduce latency, windowing techniques are usually applied where numerous parallel windows are used in the alpha and beta propagation. 
Since LDPC decoder is parallel in nature, turbo decoder is inferior to LDPC decoder in terms of latency and peak data throughput.
Flexibility
Turbo code, together with the LTE rate matching scheme, is highly flexible in terms info block length K and code length N. Performance of Turbo codes degrades gracefully with puncturing, and therefore, Turbo codes provide the flexibility to support a wide range of block lengths and coding rates without a significant increase in hardware complexity.   The 5G system requirements dictate support of a large number of block lengths and code rates. Even the current LTE system supports over 20 different code rates and 100 block lengths. Due to good performance with puncturing, these requirements can be supported via turbo codes by designing a low code rate Turbo code with a good performance that is then punctured.  In contrast, it is not yet clear how these requirements will be supported with LDPC codes.

Based on the considerations above and the performance study in [18][19], we have the following proposal.
Turbo codes are preferred for all code rates and all information block lengths for NR.

LDPC code 
Performance
Long irregular LDPC codes achieve rates extremely close to the Shannon limit on binary AWGN channels [6, 7] and achieve the capacity of erasure channel (binary or non-binary). Rate ½ irregular LDPC code was demonstrated to perform extremely close to capacity outperforming best known Turbo codes [9].
Implementation complexity
Very high data rates can be achieved with LDPC codes. This is due to the decoding of LDPC codes that allows maximum parallelized implementation [8]. Depending on the code set and decoder implementation, LDPC codes have the potential to provide higher throughput than turbo codes.
Decoding complexity and performance of LDPC codes allow for a wider range of trade-offs compared to Turbo codes, due to their more general structure.  The appropriate design of LDPC codes also reduces encoding complexity of LDPC codes, as proposed for example in [10, 11].   In general, encoding complexity of LDPC codes is a small fraction of its decoding complexity.
The implementation complexity of LDPC decoder varies significantly depending on the range of code rate and info block sizes that needs to be covered. As shown in [14], it is possible to optimize LDPC code design for peak throughput. However, this is achieved by losing code flexibility, among other things. 
Due to incremental redundancy HARQ, the chip area and complexity of the LDPC decoder is determined by the mother code rate, assuming rate-compatible H matrix design is used. If the LDPC code is designed to cover a wide range of code rate (rate 1/5 to 8/9) and a wide range of code sizes (K=100 to 8000 bits, optionally up to 64000 bits) as agreed in the evaluation assumptions for eMBB, then the LDPC decoder chip area and complexity is dominated by the code of (K=64000 bits, R=1/5). In this case, LDPC code has worse operation count, chip area, and energy consumption than that of turbo code.
Thus, LDPC code design, if considered for NR, should be optimized to achieve high peak data throughput. That is, LDPC code design should focus on the combination of {high code rate, large info block length}.
Latency
LDPC decoder is parallel in nature. Hence LDPC code has the advantage of potentially lower decoding latency when compared to decoders that are serial in nature. Both turbo decoder and Polar decoder are serial in nature.
Flexibility
Compared to turbo codes, LDPC codes are block codes in nature, and inflexible with code block sizes and code rates. In general, one parity matrix H needs to be defined for each combination of (k, R). Certain code design techniques have been explored to improve the flexibility. Using extension of H for rate compatible design, a series of H can be obtained for a range of R, with the largest H matrix being the lowest code rate mother code. With the lifting technique, protograph-based H matrix design can be used to generate H of large K using a small base matrix Hbase. Techniques like these have been used to generate LDPC code designs in [18][19].
However, even with the above mentioned techniques, LDPC code design still cannot match the full flexibility provided by the convolutional code based turbo codes.

Based on the discussion above, we have the following proposal.

LDPC code is considered for eMBB with {high code rate, large info block length} only if turbo codes are proven inadequate for achieving peak data throughput.

Polar code
Performance
Theoretically, Polar codes are proven to achieve the channel capacity for symmetric binary-input discrete memoryless channels. However, for a real system, good performance of polar codes relies on the list decoder with the aid of CRC. With SC decoder, Polar codes perform worse than turbo codes and LDPC codes. 

Additionally, polar code design has the several issues when applying it to a complicated real-life wireless communication system like NR [17].  For example, code description, lack of robustness to channel variation are well-known practical issues with Polar codes.
Implementation complexity
Good performance of Polar codes relies on the application of list decoder with the aid of CRC bits. However, when list decoding is used, memory size is very large compared to those of turbo decoder and LDPC decoder. This is shown in Section 4.
Latency
[bookmark: _GoBack]Similar to turbo decoder, decoders of polar code are serial in nature. Decoder latency can be long compared to LDPC decoder.
Flexibility
Polar code has good flexibility with info block size K. However, the code block size N has to be a power-of-2 in the original design. Hence a simple, robust, and universally applicable puncturing technique is necessary to enable Polar codes in a real system. It is not yet clear such a technique can be defined for NR.
In terms of implementation, Polar code is the least flexible code, since the block-length, code rate and location of the frozen bits require special care in hardware implementation.
Based on the discussion above, we have the following proposal.
Polar code is deprioritized for NR.

Complexity Comparison
To enable a comparison of the complexity/area cost for the turbo code, LDPC code and Polar code a comparison of the operators in the algorithms is done. The comparison is made for long K and the focus is only on the decoders since the encoders are significantly less complex for all three algorithms.
An indication of area cost can be generated by comparing the needed number of operations for the decoder algorithms. The cost is calculated based on exemplary decoder implementations. The actual implementation choices, based on selected implementation algorithm, number representation, hardware resource utilization sharing, parallelism and other aspects influence the final hardware cost, but the exemplary implementation gives good indication of the decoder complexity. 
The cost is estimated in adder equivalents and memory need. Bit shuffling operations like multiplexers, rotators, barrel-shifters and interleavers are ignored. The memory read and write complexity is also ignored instead only memory need is compared. Comparators are calculated as one adder equivalent and multipliers and look-up tables are calculated as 6 adder equivalents.
With this kind of comparison the algorithm complexity is estimated for one code, and gives a fair comparison for that code selection. 
In Table 1 to Table 3, per-iteration complexity is tabulated for a typical LTE turbo decoder, a typical LDPC code and decoder, and a typical Polar decoder. In Table 4, per-iteration complexity of turbo decoder and LDPC decoder is shown assuming K~=8192 bits with code rate ~=1/3. In Table 5, the overall operator complexity comparison of LDPC decoder, turbo decoder, and Polar decoder are shown. To align the BLER performance of the turbo decoder and the LDPC decoder in terms of overall complexity, it is assumed that the LDPC decoder uses 20 iterations while the turbo decoder uses 8 iterations. 
The following observations are drawn based on the analysis:
· For the word length, rate and using the exemplary implementations the turbo decoder is smallest considering the memory, and LDPC needs similar amount of memory. The polar decoder requires the smallest amount of adder equivalents. Considering both the adder equivalents and memory the turbo decoder is smallest, after that LDPC decoder, and Polar List decoder is the largest.
· For flexibility the turbo decoder is best, it is easy to configure for different code sizes and code rates.
· For latency the LDPC decoder is best due to the native parallel structure. The LDPC decoder is also good for high throughput use cases due to its native parallel nature. However the LDPC decoder complexity grows fast with the number of block length and rates it need to support, hence a small number of codes is preferred from implementation point of view.
· Polar code is dominated by memory and memory handling is challenging from implementation point of view. It is also the least flexible code, since the block-length, rate and location of the frozen bits require special care in hardware implementation.


Table 1. Per-half-iteration Complexity of LTE turbo code
Decoder description: max-log-MAP turbo decoder. Code rate = 1/3.

Parameters:
_wl = 8      (internal word length of operators)
_K = 8184 (number of information bits)


	Description   
	Type
	Quantity

	Beta, Input
	Add
	(26+2)*_K

	Alpha, Extrinsic info, Input/Output
	Add
	(23+36 +4)*_K

	Extrinsic and state metric
	Memory
	113*_K








 
Table 2. Per-iteration Complexity of LDPC code
Decoder description: LDPC decoder using min-sum with constant value offset, and flooding scheduling. Protograph-based H matrix with circulant submatrices. Code rate=0.32.

Parameters:
_wl = 8              (internal word length of operators)
_columns = 75   (number of columns in the H-matrix used)
_rows = 51         (number of rows in the H-matrix used)
_Z = 341            (sub-block size)
_nodes = 351	 (number of active nodes in the H-matrix used) 
_vn_add = 276   (average number of adds per sub-block in the H-matrix used)
_smallest = 549  (average number of comparison for finding the two smallest values) 


	Description   
	Type
	Quantity

	Vn part (add others, input)
	Add
	(_vn_add+2*_columns)*_Z

	Cn part (find smallest, min value for others , sign, offset)
	Add
	(5*_nodes+_smallest)*_Z

	Internal memory
	Memory
	_wl*_nodes*_Z












Table 3. Per-iteration Complexity of Polar code
Decoder description: recursive list decoder with list size L= 32. Code rate = 1/3

Parameters:
_wl = 4              (internal word length of operators)
_K = 8192         (number of information bits)
_N = 24552       (number of information bits and redundant bits)
_logN = 15        (depth of internal memory)
_List = 32          (list size)


	Description   
	Type
	Quantity

	Likelihood updates and probability that bit equal zero 
	Add
	3*_N*_logN/4*_List + 
6 *_K*_List

	Split and trim paths
	Add
	29*_K*_List

	Internal memory
	Memory
	2*_wl*_N*_List












Table 4. Per-iteration Complexity of Turbo and LDPC
	Complexity comparison per iteration
	Description
	Nr adders
[adders]
	Memory
[bits]

	LDPC
	H-8184 matrix
K=8184
Z=341
rate=0.32
	931,000
	958,000

	Turbo
	K=8184
Rate 1/3
	1,522,000
	925,000





Table 5. Overall complexity comparison of turbo, LDPC, and Polar codes
	Complexity comparison per decode
	Description
	Nr adders
[adder equivalents]
	Memory
[bits]

	LDPC
	20 iterations
	18,620,000
	958,000

	Turbo
	8 iterations
	12,176,000
	925,000

	Polar
	1 decode, list 32
	9,000,000
	6,300,000



Note: the polar code adder equivalents have been halved to compensate for smaller internal word length.

Conclusion

In this contribution, we discuss channel coding candidates for transmissions requiring larger information block sizes. Complexity comparison of turbo decoder, LDPC decoder, and Polar decoder is shown for (K~=8192, R=1/3). Based on the discussion, we have the following proposals:

1. Turbo codes are preferred for all code rates and all information block lengths for NR.
LDPC code is considered for eMBB with {high code rate, large info block length} only if turbo codes are proven inadequate for achieving peak data throughput.
Polar code is deprioritized for NR.
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