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1. Introduction
At the 3GPP TSG RAN1 #84bis meeting, the following agreement has been achieved.
· Candidates for 5G new RAT data transmission are identified as the following

· LDPC code 

· Polar code 

· Convolutional code (LTE and/or enhanced convolutional coding)

· Turbo code (LTE and/or enhanced turbo coding)

· Note: It is RAN1 common understanding that combination of above codes is not precluded

· Note: Outer erasure code is not precluded
· Selection of 5G new RAT channel coding scheme(s) will consider,
· Performance

· Implementation complexity 

· Latency (Decoding/Encoding)

· Flexibility (e.g., variable code length, code rate, HARQ (as applicable for particular scenario(s)))

In this contribution, we would like to discuss the throughput and latency of the new channel coding candidates for NR. LTE Turbo code is taken as a bench mark for comparison.

2. Throughput and latency of LTE Turbo code
Turbo code was required to satisfy 100Mbps throughput target at the initial stage of LTE. However, with the continuous evolution of the LTE standard, no enhancement has been made to channel coding yet. In recent years, a lot of research has been done on high throughput turbo coding ([1]~[12]). From the current literature, the main way is to use the parallel structure of decoder. Even so, designing a Gbps turbo decoder is still not an easy thing to do. The maximum throughput currently seen in public information is less than 2.5 Gbps. 
Parallelism can be applied on different levels of the TC decoder design. On the system level, several TC decoders can be implemented in parallel. The throughput nearly linearly scales with the number of TC decoders while the decoding latency is still equal to that of a single decoder. Such architecture has a significant performance loss of multiple independent short code blocks and high latency which makes it infeasible under strong reliability and latency constraints.
The most widely used parallel decoder architecture is based on parallel working MAP decoders. In this architecture, a code block is divided into multiple sub-blocks. Each sub-block is again divided into several windows. Each sub-block is processed independently by a dedicated MAP decoder. The corresponding sub-block trellis in such a MAP decoder is serially processed on window level. However there are some limits of this parallel decoding including: (1) inherent latency of soft-in-soft-out decoder especially for high code rate since more extra trellis are required for warm up the decoding process; (2) limit of parallelism, for example, the maximum parallelism is 64 bit per clock cycle at which conflicts are avoided by the QPP interleaver.
In this contribution, we generally reuse the proposed method in [12] with additional consideration of radix order for raw calculation of throughput and latency. Since each MAP decoder produces at most the sub-block length of LLR and uses two window size extra trellis for initial condition and reliability estimation at each half iteration cycle as shown in Figure 1, the throughput and latency without counting the routing process can be written as:
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Figure 1 Parallel MAP Decoder using Slide Window
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And the latency can be written as: 
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where,
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  denotes the number of iteration;
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 denotes the parallelism level;

[image: image6.wmf]L

 denotes the length of code block without CRC;
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 denotes the number of extra trellis for MAP decoder; 

[image: image8.wmf]a

 denotes the number of bits processed in one MAP core per clock cycle, i.e. 1 for Radix-2 and 2 for Radix-4.
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 denotes the operating frequency.
One thing needs to be noted is the extra trellis sizes 
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increases as the code rate increased. For example, 
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 is sufficient for code rate 1/3. However, when code rate rises to around 0.94, 
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is required [9].
By utilizing higher radix order, the parallelism can be reduced for a targeted throughput. However, radix higher than 4 is rarely implemented for turbo decoder, due to exponentially increased complexity and longer critical path [10]. In this contribution, radix-2 and radix-4 decoders are under consideration.
Throughput in eMBB scenario is calculated in Table 1 to Table 4. In Table 1, information block size of L=6144 and radix-2 decoder is applied. In Table 2, radix-4 decoder is used. In Table 3 and table 4, L=3072.  Different slide extra trellis sizes are assumed for different code rate. Iteration number of decoding is set to 4 and 8, which stands for preference on complexity and performance respectively.
Table 1 Throughput over various operating frequency for eMBB (L=6144) using radix-2 decoder (Mbps)
	
	W=128
(high code rate)
	W=64

(medium code rate)
	W=32
(low code rate)

	
	I=4
	I=8
	I=4
	I=8
	I=4
	I=8

	P=8
	fc=200MHz
	150
	75
	171
	86
	185
	92

	
	fc=400MHz
	300
	150
	342
	171
	370
	185

	P=64
	fc=200MHz
	436
	218
	686
	343
	960
	480

	
	fc=400MHz
	872
	436
	1372
	686
	1920
	960

	P=256
	fc=200MHz
	548
	274
	1010
	505
	1746
	873

	
	fc=400MHz
	1096
	548
	2020
	1010
	3492
	1746

	P=768
	fc=200MHz
	582
	291
	1129
	565
	2133
	1067

	
	fc=400MHz
	1164
	582
	2259
	1129
	4266
	2133


Table 2 Throughput over various operating frequency for eMBB (L=6144) using radix-4 decoder (Mbps)
	
	W=128
(high code rate)
	W=64

(medium code rate)
	W=32
(low code rate)

	
	I=4
	I=8
	I=4
	I=8
	I=4
	I=8

	P=8
	fc=200MHz
	171
	86
	185
	92
	192
	96

	
	fc=400MHz
	342
	171
	370
	185
	384
	192

	P=64
	fc=200MHz
	686
	343
	960
	480
	1200
	600

	
	fc=400MHz
	1372
	686
	1920
	960
	2400
	1200

	P=256
	fc=200MHz
	1010
	505
	1746
	873
	2743
	1371

	
	fc=400MHz
	2020
	1010
	3492
	1746
	5486
	2743

	P=768
	fc=200MHz
	1129
	565
	2133
	1067
	3840
	1920

	
	fc=400MHz
	2259
	1129
	4266
	2133
	7680
	3840


Table 3 Throughput over various operating frequency for eMBB (L=3072) using radix-2 decoder (Mbps)
	
	W=128
(high code rate)
	W=64

(medium code rate)
	W=32
(low code rate)

	
	I=4
	I=8
	I=4
	I=8
	I=4
	I=8

	P=8
	fc=200MHz
	240
	120
	300
	150
	343
	172

	
	fc=400MHz
	480
	240
	600
	300
	686
	343

	P=64
	fc=200MHz
	505
	253
	873
	436
	1371
	686

	
	fc=400MHz
	1010
	505
	1746
	873
	2742
	1371

	P=256
	fc=200MHz
	573
	286
	1097
	548
	2021
	1010

	
	fc=400MHz
	1146
	573
	2194
	1097
	4042
	2021

	P=384
	fc=200MHz
	582
	291
	1129
	565
	2133
	1067

	
	fc=400MHz
	1164
	582
	2259
	1129
	4266
	2133


Table 4 Throughput over various operating frequency for eMBB (L=3072) using radix-4 decoder (Mbps)
	
	W=128
(high code rate)
	W=64

(medium code rate)
	W=32
(low code rate)

	
	I=4
	I=8
	I=4
	I=8
	I=4
	I=8

	P=8
	fc=200MHz
	300
	150
	343
	172
	369
	185

	
	fc=400MHz
	600
	300
	686
	343
	738
	369

	P=64
	fc=200MHz
	873
	436
	1371
	686
	1920
	960

	
	fc=400MHz
	1746
	873
	2742
	1371
	3840
	1920

	P=256
	fc=200MHz
	1097
	548
	2021
	1010
	3491
	1745

	
	fc=400MHz
	2194
	1097
	4042
	2021
	6982
	3491

	P=384
	fc=200MHz
	1129
	565
	2133
	1067
	3840
	1920

	
	fc=400MHz
	2259
	1129
	4266
	2133
	7680
	3840


Latency in eMBB scenario is calculated in Table 5 to Table 8.
Table 5 Latency over various operating frequency for eMBB (L=6144) using radix-2 decoder (s)
	
	W=128
(high code rate)
	W=64

(medium code rate)
	W=32
(low code rate)

	
	I=4
	I=8
	I=4
	I=8
	I=4
	I=8

	P=8 
	fc=200MHz
	40.96
	81.9
	35.93
	71.4
	33.2
	66.8

	
	fc=400MHz
	20.5
	40.96
	17.96
	35.93
	16.6
	33.2

	P=64
	fc=200MHz
	14.1
	28.2
	8.96
	17.9
	6.4
	12.8

	
	fc=400MHz
	7.05
	14.1
	4.5
	8.96
	3.2
	6.4

	P=256
	fc=200MHz
	11.2
	22.4
	6.1
	12.2
	3.5
	7.03

	
	fc=400MHz
	5.6
	11.2
	3.04
	6.1
	1.8
	3.5

	P=768
	fc=200MHz
	10.6
	21.1
	5.4
	10.8
	2.9
	5.8

	
	fc=400MHz
	5.3
	10.6
	2.7
	5.4
	1.4
	2.9


Table 6 Latency over various operating frequency for eMBB (L=6144) using radix-4 decoder (s)
	
	W=128
(high code rate)
	W=64

(medium code rate)
	W=32
(low code rate)

	
	I=4
	I=8
	I=4
	I=8
	I=4
	I=8

	P=8
	fc=200MHz
	35.93
	71.4
	33.2
	66.8
	32
	64

	
	fc=400MHz
	17.96
	35.93
	16.6
	33.2
	16
	32

	P=64
	fc=200MHz
	8.96
	17.9
	6.4
	12.8
	5.1
	10.2

	
	fc=400MHz
	4.5
	8.96
	3.2
	6.4
	2.6
	5.1

	P=256
	fc=200MHz
	6.1
	12.2
	3.5
	7.03
	2.2
	4.5

	
	fc=400MHz
	3.04
	6.1
	1.8
	3.5
	1.1
	2.2

	P=768
	fc=200MHz
	5.4
	10.8
	2.9
	5.8
	1.6
	3.2

	
	fc=400MHz
	2.7
	5.4
	1.4
	2.9
	0.8
	1.6


Table 7 Latency over various operating frequency for eMBB (L=3072) using radix-2 decoder (s)
	
	W=128
(high code rate)
	W=64

(medium code rate)
	W=32
(low code rate)

	
	I=4
	I=8
	I=4
	I=8
	I=4
	I=8

	P=8 
	fc=200MHz
	12.8
	25.6
	10.2
	20.4
	8.96
	17.9

	
	fc=400MHz
	6.4
	12.8
	5.1
	10.2
	4.5
	8.96

	P=64
	fc=200MHz
	6.1
	12.1
	3.5
	7.04
	2.2
	4.5

	
	fc=400MHz
	3.04
	6.1
	1.8
	3.5
	1.1
	2.2

	P=256
	fc=200MHz
	5.4
	10.7
	2.8
	5.6
	1.5
	3.04

	
	fc=400MHz
	2.7
	5.4
	1.4
	2.8
	0.8
	1.5

	P=384
	fc=200MHz
	5.3
	10.6
	2.7
	5.4
	1.4
	2.9

	
	fc=400MHz
	2.6
	5.3
	1.4
	2.7
	0.7
	1.4


Table 8 Latency over various operating frequency for eMBB (L=3072) using radix-4 decoder (s)
	
	W=128
(high code rate)
	W=64

(medium code rate)
	W=32
(low code rate)

	
	I=4
	I=8
	I=4
	I=8
	I=4
	I=8

	P=8 
	fc=200MHz
	10.2
	20.4
	8.96
	17.9
	8.3
	16.6

	
	fc=400MHz
	5.1
	10.2
	4.5
	8.96
	4.2
	8.3

	P=64
	fc=200MHz
	3.5
	7.04
	2.2
	4.5
	1.6
	3.2

	
	fc=400MHz
	1.8
	3.5
	1.1
	2.2
	0.8
	1.6

	P=256
	fc=200MHz
	2.8
	5.6
	1.5
	3.04
	0.9
	1.8

	
	fc=400MHz
	1.4
	2.8
	0.8
	1.5
	0.4
	0.9

	P=384
	fc=200MHz
	2.7
	5.4
	1.4
	2.9
	0.8
	1.6

	
	fc=400MHz
	1.4
	2.7
	0.7
	1.4
	0.4
	0.8


In Table 9 and Table 10, we calculate the decoding latency for URLLC scenario. Extra trellis size is fixed to W=32 according to low code rate used in URLLC and the iteration number is set to 4 and 8.  We calculate the latency with short and medium code blocks and corresponding parallelism.

Table 9 Latency over various operating frequency for URLLC using radix-2 decoder (s)
	
	L= 1000
	L=688
	L=104

	
	I=4
	I=8
	I=4
	I=8
	I=4
	I=8

	P=8
	fc=200MHz
	7.6
	15.2
	5.96
	11.9
	3.1
	6.2

	
	fc=400MHz
	3.8
	7.6
	2.98
	5.96
	1.6
	3.1

	P=16
	fc=200MHz
	5.1
	10.2
	4.3
	8.6
	2.8
	5.6

	
	fc=400MHz
	2.6
	5.1
	2.1
	4.3
	1.4
	2.8

	P=85
	fc=200MHz
	3.04
	6.1
	2.9
	5.8
	2.6
	5.3

	
	fc=400MHz
	1.5
	3.04
	1.4
	2.9
	1.3
	2.6

	P=125
	fc=200MHz
	2.9
	5.8
	2.8
	5.6
	2.6
	5.2

	
	fc=400MHz
	1.4
	2.9
	1.4
	2.8
	1.3
	2.6


Table 10 Latency over various operating frequency for URLLC using radix-4 decoder (s)
	
	L= 1000
	L=688
	L=104

	
	I=4
	I=8
	I=4
	I=8
	I=4
	I=8

	P=8
	fc=200MHz
	6.3
	12.6
	4.7
	9.4
	1.8
	3.6

	
	fc=400MHz
	3.1
	6.3
	2.3
	4.7
	0.9
	1.8

	P=16
	fc=200MHz
	3.8
	7.6
	3.0
	6.0
	1.6
	3.2

	
	fc=400MHz
	1.9
	3.8
	1.5
	3.0
	0.8
	1.6

	P=85
	fc=200MHz
	1.8
	3.6
	1.6
	3.2
	1.4
	2.8

	
	fc=400MHz
	0.9
	1.8
	0.8
	1.6
	0.7
	1.4

	P=125
	fc=200MHz
	1.6
	3.2
	1.5
	3.04
	1.3
	2.6

	
	fc=400MHz
	0.8
	1.6
	0.8
	1.5
	0.7
	1.3


*The highlighted part in table 9 and table 10 cannot be realized by the QPP interleaver design in current LTE standard.
As we can see from the Table 1 to Table 4, the throughput of turbo decoder is decreased with the increase of code rate, which does not confirm to the usual understanding. Taking LTE standard for example, while portion of the TBS table are shown as below, we can see that large TBs are accordance with the high MCS level. High code rate, which takes responsibility for high spectrum efficiency, means less redundant bits and high data rate. Therefore it should be consistent with peak throughput instead of low code rate. In other words, the throughput of decoder should not degrade while code rate increase. However, calculation results tell us that turbo decoder instead of spectrum efficiency may be the bottleneck of throughput improvement. 
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Figure 2 Portion of the TBS table in LTE standard
We can also observe from Table1 to Table 4 that the maximum throughput is far behind the requirement of eMBB. The main reason is limit of parallelism of Turbo decoder. To achieve 20Gbps peak data rate in downlink, nearly 8 or more system level TC decoders should be implemented in a UE even without considering the energy and/or cost consumption.
The latency in Table 5 to Table 10 does not count the delay of interleaving. In URLLC, the user plane delay is limited in 500μs in both downlink and uplink. The transmission time needs to allow for processing delays in the transmitter, receiver, scheduler, and other system components and also includes any retransmission. Therefore, decoding latency should be reduced to a negligible degree, for example, around 10μs. Obviously, the latency of turbo decoding faces a great challenge when used in URLLC. 
Observation 1:  In LTE, the peak data rate is corresponding to high code rate instead of low code rate.

Observation 2: The throughput of turbo decoder decreases with the increase of code rate, which makes turbo code not suitable for high code rate scenario. 
Observation 3: There is a great distance of the peak data rate between Turbo decoder and the demand of eMBB.
Observation 4: The latency of turbo decoding faces a great challenge when used in URLLC.
3. Throughput and latency of LDPC code

Recently, LDPC codes have been adopted for many industrial applications such as DVB-S2, WLAN (802.11), 10GBaseT (802.3an) and 100G optical communication ([13]~[20]). LDPC has been proved adequate for high throughput scenarios. The parallelism inherent in LDPC decoding makes it feasible to achieve high peak data rate with low latency. In this section, we roughly calculate the LDPC throughput and decoding latency partly based on our design in [21].
The basic structure of LDPC decoder is shown in Figure 3. The soft information propagated between CNU and VNU at a parallelism level P. There are two kinds of parallel structure decoder. One is layered BP decoder, another is fully parallel decoder.
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Figure 3 Architectures of LDPC decoder

For layered BP decoder, updating of VNU and CNU is serially performed at each layer in a serial manner. For structured LDPC, NLayer, the number of layer can equal to the number of rows in basic parity matrix. In our design,  NLayer=16 for code rate of 1/3, NLayer=8 for code rate of 1/2 and NLayer=4 for code rate higher than 2/3. Figure 4 gives an example of pipelining decoding for layered BP decoder.
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Figure 4 Belief Propagation based on pipelining with parallelism level P

When using the layered BP decoder, the throughput and latency can be calculated as:
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where,
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  denotes the number of iteration;


[image: image19.wmf]P

 denotes the parallelism level;

[image: image20.wmf]L

 denotes the length of code block without CRC;
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 denotes the decoding layer; 
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 denotes the expending factor;
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denotes the processing clocks for CNU and VNU updating plus  memory reading and writing at each decoding step;
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 denotes the operating frequency.

When using fully parallel decoder, the throughput and latency can be calculated as:
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Throughput of eMBB scenario is calculated in Table 11 and Table 12. In Table 11, information block size of L=6144 is applied. In Table 12, L=3072. Different layer are assumed for different code rate. Iteration number of decoding is set to 10 and 20. The two iteration numbers stand for preference on complexity and performance respectively. Tpip is set to 3 clocks. 

Latency in eMBB scenario is calculated in Table 13 and Table 14. In Table 13, information block size of L=6144 is applied. In Table 14, L=3072. Different layer are assumed for different code rate. Iteration number of decoding is set to 10 and 20 for low/medium/high code rate respectively. The iteration number of decoding stands for preference on complexity and performance respectively. Tpip is set to 3 clocks.
Table 11 Throughput over various operating frequency and parallelism level for eMBB (L=6144) (Mbps)
	
	NLayer=4
(high code rate)
	NLayer=8
(medium code rate)
	NLayer=16
(low code rate)

	
	I=10
	I=20
	I=10
	I=20
	I=10
	I=20

	P=8
	fc=200MHz
	310
	155
	155
	78
	78
	39

	
	fc=400MHz
	620
	310
	310
	155
	155
	78

	P=64
	fc=200MHz
	2048
	1024
	1024
	562
	512
	256

	
	fc=400MHz
	4096
	2048
	2048
	1024
	1024
	512

	P=256
	fc=200MHz
	5120
	2560
	2560
	1280
	1280
	640

	
	fc=400MHz
	10240
	5120
	5120
	2560
	2560
	1280

	P=768
	fc=200MHz
	7680
	3840
	3840
	1920
	1920
	960

	
	fc=400MHz
	15360
	7680
	7680
	3840
	3840
	1920


Table 12 Throughput over various operating frequency and parallelism level for eMBB (L=3072) (Mbps)
	
	NLayer=4
(high code rate)
	NLayer=8
(medium code rate)
	NLayer=16
(low code rate)

	
	I=10
	I=20
	I=10
	I=20
	I=10
	I=20

	P=8
	fc=200MHz
	301
	151
	151
	75
	75
	38

	
	fc=400MHz
	602
	301
	301
	151
	150
	75

	P=64
	fc=200MHz
	1707
	853
	853
	427
	427
	214

	
	fc=400MHz
	3413
	1707
	1707
	853
	853
	427

	P=256
	fc=200MHz
	3072
	1536
	1536
	768
	768
	384

	
	fc=400MHz
	6144
	3072
	3072
	1536
	1536
	768

	P=384
	fc=200MHz
	3840
	1920
	1920
	960
	960
	480

	
	fc=400MHz
	7680
	3840
	3840
	1920
	1920
	960


Table 13 Latency over various operating frequency and parallelism level for eMBB (L=6144) (s)
	
	NLayer=4
(high code rate)
	NLayer=8
(medium code rate)
	NLayer=16
(low code rate)

	
	I=10
	I=20
	I=10
	I=20
	I=10
	I=20

	P=8
	fc=200MHz
	19.8
	39.6
	39.6
	79.2
	79.2
	158.4

	
	fc=400MHz
	9.9
	19.8
	19.8
	39.6
	39.6
	79.2

	P=64
	fc=200MHz
	3
	6
	6
	12
	12
	24

	
	fc=400MHz
	1.5
	3
	3
	6
	6
	12

	P=256
	fc=200MHz
	1.2
	2.4
	2.4
	4.8
	4.8
	9.6

	
	fc=400MHz
	0.6
	1.2
	1.2
	2.4
	2.4
	4.8

	P=768
	fc=200MHz
	0.8
	1.6
	1.6
	3.2
	3.2
	6.4

	
	fc=400MHz
	0.4
	0.8
	0.8
	1.6
	1.6
	3.2

	Table 14 Latency over various operating frequency and parallelism level for eMBB (L=3072) (s)

	NLayer=4
(high code rate)
	NLayer=8
(medium code rate)
	NLayer=16
(low code rate)

	
	I=10
	I=20
	I=10
	I=20
	I=10
	I=20

	P=8
	fc=200MHz
	10.2
	20.4
	20.4
	40.8
	40.8
	91.6

	
	fc=400MHz
	5.1
	10.2
	10.2
	20.4
	20.4
	40.8

	P=64
	fc=200MHz
	1.8
	3.6
	3.6
	7.2
	7.2
	14.4

	
	fc=400MHz
	0.9
	1.8
	1.8
	3.6
	3.6
	7.2

	P=256
	fc=200MHz
	1
	2
	2
	4
	4
	8

	
	fc=400MHz
	0.5
	1
	1
	2
	2
	4

	P=384
	fc=200MHz
	0.8
	1.6
	1.6
	3.2
	3.2
	6.4

	
	fc=400MHz
	0.4
	0.8
	0.8
	1.6
	1.6
	3.2


Since the code length in URLLC is not large, the rooting complexity can be limited in an acceptable level. Here, we propose to use the fully parallel decoder for LDPC in URLLC scenario. Table 15 gives the latency calculation results base on this assumption. The iteration number is set to 20 and 40 considering the comparable performance of Layered BP.  
Table 15 Latency over various operating frequency for URLLC (s)
	
	L= 1000
	L=680
	L=108

	
	I=20
	I=40
	I=20
	I=40
	I=20
	I=40

	fc=200MHz
	0.3
	0.6
	0.3
	0.6
	0.3
	0.6

	fc=400MHz
	0.15
	0.2
	0.15
	0.2
	0.15
	0.2


We can also observe from Table 11 and Table 12 that the peak data rate is close to the requirement of eMBB. By using a higher operation frequency of 600MHz, the target would be achieved. Unlike turbo code, LDPC’s throughput increases consistent with the code rate, which means the LDPC is adequate for high throughput and high spectrum efficiency scenario like eMBB.
The latency calculation result also shows that LDPC is a good choice for URLLC.
Observation 4: From the throughput and latency analysis result, LDPC can fulfil the requirement of eMBB and URLLC scenarios. 
4. Throughput and latency of Polar code

Hardware implementation of polar code targeting at high-throughput and low latency is still under study [21]~[25]. Compared with turbo code and LDPC, polar code has not yet achieved widely industrial application. In this section, we analyse throughput and latency of polar code using successive cancellation algorithm based on semi-parallel architecture referred to in [25]. For list-SC and CRC-aided list-SC algorithms, it is expected that throughput and latency would not degrade too much due to parallel design, thus the analysis of SC algorithm can be taken as bench mark.
For SC decoder with semi-parallel architecture, the latency and throughput are given by the following equations [24].
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Where,

[image: image29.wmf]L

 denotes the length of code block without CRC;
N  denotes the code length of polar code, which is a power of 2;
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 denotes the parallelism level and is not more than N/2;
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 denotes the operating frequency.

The minimum latency and maximum throughput can be obtained when P = N/2. Then the above equations can be rewritten as below:
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Throughput and latency in eMBB scenario are calculated in Tables 16-17 and Tables 18-19, respectively. Two sizes of L=6144 and 3072,  different P,  fc and code rate r are considered.

Table 16 Throughput over various operating frequency and parallelism level for eMBB (L=6144) (Mbps)
	
	 r = 0.93
(high code rate)
	r = 2/3
(medium code rate)
	r = 1/3
(low code rate)

	 P=8
	fc=200MHz
	50.0000
	24.0000
	11.5385

	
	fc=400MHz
	100.0000
	48.0000
	23.0769

	P=64 
	fc=200MHz
	72.1805
	35.8209
	17.7778

	
	fc=400MHz
	144.3609
	71.6418
	35.5556

	P=256
	fc=200MHz
	74.5631
	37.2093
	18.5687

	
	fc=400MHz
	149.1262
	74.4186
	37.1373


Table 17 Throughput over various operating frequency and parallelism level for eMBB (L=3072) (Mbps)
	
	 r =  0.93
(high code rate)
	r = 2/3
(medium code rate)
	r = 1/3
(low code rate)

	 P=8
	fc=200MHz
	52.1739
	25.0000
	12.0000

	
	fc=400MHz
	104.3478
	50.0000
	24.0000

	P=64 
	fc=200MHz
	72.7273
	36.0902
	17.9104

	
	fc=400MHz
	145.4545
	72.1805
	35.8209

	P=256
	fc=200MHz
	74.7082
	37.2816
	18.6047

	
	fc=400MHz
	149.4163
	74.5631
	37.2093


Table 18 Latency over various operating frequency and parallelism level for eMBB (L=6144) (s)
	
	 r =  0.93
(high code rate)
	r = 2/3
(medium code rate)
	r = 1/3
(low code rate)

	 P=8
	fc=200MHz
	122.8800
	256
	532.48

	
	fc=400MHz
	61.44
	128
	266.24

	P=64 
	fc=200MHz
	85.1200
	171.52
	345.6

	
	fc=400MHz
	42.56
	85.76
	172.8

	P=256
	fc=200MHz
	82.4000
	165.12
	330.88

	
	fc=400MHz
	41.2
	82.56
	165.44


Table 19 Latency over various operating frequency and parallelism level for eMBB (L=3072) (s)
	
	 r =  0.93
(high code rate)
	r = 2/3
(medium code rate)
	r = 1/3
(low code rate)

	 P=8
	fc=200MHz
	58.88
	122.88
	256


	
	fc=400MHz
	29.44
	61.44
	128

	P=64 
	fc=200MHz
	42.24
	85.12
	171.52

	
	fc=400MHz
	21.12
	42.56
	85.76

	P=256
	fc=200MHz
	41.12
	82.4
	165.12

	
	fc=400MHz
	20.56
	41.2
	82.56


In Tables 20-22, we calculate the decoding latency for URLLC scenario, with code rate r = 1/12,1/6,1/3. We calculate the latency with short and medium code blocks and corresponding parallelism. 

Table 20 Latency over various operating frequency for URLLC, with code rate r = 1/12 (s)
	
	L= 1000
	L=680
	L=108

	P=8
	fc=200MHz
	256
	122.88
	28.16

	
	fc=400MHz
	128
	61.44
	14.08

	P=16
	fc=200MHz
	171.52
	85.12
	20.96

	
	fc=400MHz
	85.76
	42.56
	10.48

	P=256
	fc=200MHz
	165.12
	82.4
	20.52

	
	fc=400MHz
	82.56
	41.2
	10.26


Table 21 Latency over various operating frequency for URLLC, with code rate r = 1/6. (s)
	
	L= 1000
	L=680
	L=108

	P=8
	fc=200MHz
	122.88
	58.88
	13.44

	
	fc=400MHz
	61.44
	29.44
	6.72

	P=16
	fc=200MHz
	85.12
	42.24
	10.4

	
	fc=400MHz
	42.56
	21.12
	5.2

	P=256
	fc=200MHz
	82.4
	41.12
	10.24

	
	fc=400MHz
	41.2
	20.56
	5.12



Table 22 Latency over various operating frequency for URLLC, with code rate r = 1/3. (s)
	
	
	L= 1000
	L=680
	L=108

	P=8
	fc=200MHz
	58.88
	28.16
	6.4

	
	fc=400MHz
	29.44
	14.08
	3.2

	P=16
	fc=200MHz
	42.24
	20.96
	5.16

	
	fc=400MHz
	21.12
	10.48
	2.58

	P=256
	fc=200MHz
	41.12
	20.52
	5.11

	
	fc=400MHz
	20.56
	10.26
	2.555


It is noted that the analysis above may not reflect the exact potential of polar code. In fact, in [24] by using the so-called hybrid-logic decoder, the throughput and latency of SC decoder can be improved by a factor which depends on the ratio of N and N', where N' is the code length of the related "concatenated" code in generalized concatenated code (GCC). In [22-23], it is claimed that a fully-unrolled, deeply-pipelined polar decoder using Fast-SSC algorithm implemented on an FPGA achieves 118.5 Gbps throughput. Furthermore, implementation for SC decoder can be applied for list-SC and CRC-aided list-SC algorithms at a cost of lower throughput but achieving high BLER performance.

Observation 5: Mature hardware implementation of polar code targeting at high-throughput and low latency is still under study.
5. Latency of TBCC
In order to reduce the decoding latency of tail-biting convolutional codes (TBCC), parallel decoder should also be used for TBCC. A simple parallel decoding method is proposed in [26], which divides a single codeword into several overlapping sub-blocks as shown in Figure 5, such that these sub-blocks can be decoded simultaneously. 
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Figure 5  Parallel Decoder with Overlapping Sub-blocks
The latency of this method can be written as:
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where,
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  denotes the number of wrap-rounds ;
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 denotes the parallelism level ;
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 denotes the length of code block without CRC;
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 denotes the overlapping length; 
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 denotes the operating frequency.

D=30 is sufficient for short/medium code length, which is common in URLLC. Latency in URLLC scenario is calculated in Table 23.
Table23 Latency over various operating frequency for URLLC (s)
	
	L= 1000
	L=680
	L=108

	
	I=2
	I=4
	I=2
	I=4
	I=2
	I=4

	P=8
	fc=200MHz
	1.85
	3.7
	1.45
	2.90
	0.74
	1.48

	
	fc=400MHz
	0.925
	1.85
	0.725
	1.45
	0.37
	0.74

	P=16
	fc=200MHz
	1.23
	2.46
	1.03
	2.06
	0.67
	1.34

	
	fc=400MHz
	0.615
	1.23
	0.515
	1.03
	0.335
	0.67

	P=85
	fc=200MHz
	0.72
	1.44
	0.68
	1.36
	0.62
	1.24

	
	fc=400MHz
	0.36
	0.72
	0.34
	0.68
	0.31
	0.62

	P=125
	fc=200MHz
	0.68
	1.36
	0.66
	1.32
	0.61
	1.22

	
	fc=400MHz
	0.34
	0.68
	0.33
	0.66
	0.305
	0.61


Observation 6: TBCC with parallel structure decoder can achieve a very low decoding latency.
6. Conclusion
In this contribution, we provide the throughput and latency analysis of LTE turbo, LDPC, Polar and TBCC code.  We have the following observations by comparing the calculation results.
Observation 1:  In LTE, the peak data rate is corresponding to high code rate instead of low code rate.

Observation 2: The throughput of turbo decoder decreases with the increase of code rate, which makes turbo code not suitable for high code rate scenario.

Observation 3: There is a great distance of the peak data rate between Turbo decoder and the demand of eMBB.
Observation 4: From the throughput and latency analysis result, LDPC can fulfil the requirement of eMBB and URLLC scenarios.
Observation 5: Mature hardware implementation of polar code targeting at high-throughput and low latency is still under study.
Observation 6: TBCC with parallel structure decoder can achieve a very low decoding latency.
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