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1. Introduction
At the 3GPP TSG RAN1 #84bis meeting, the following agreement has been achieved.

· Candidates for 5G new RAT data transmission are identified as the following

· LDPC code 

· Polar code 

· Convolutional code (LTE and/or enhanced convolutional coding)

· Turbo code (LTE and/or enhanced turbo coding)

· Note: It is RAN1 common understanding that combination of above codes is not precluded

· Note: Outer erasure code is not precluded
The identified channel coding schemes for each usage scenario are given in Table 1.
Table1 Identified channel coding schemes for each usage scenario

	eMBB
	mMTC
	URLLC

	
	Convolutional codes
	Convolutional codes

	LDPC
	LDPC 
	LDPC

	Polar 
	Polar
	Polar

	Turbo
	Turbo
	Turbo 


· Common simulation assumptions are required to evaluate theoretical performance of proposed coding schemes

· Selection of the coding scheme should also consider various other aspects

· Initial Simulation Assumptions

· Focus mainly on the BLER performance of candidate coding schemes.

·  Evaluate performance of coding schemes with similar code rates and block sizes. 

·  Exact code constructions should be provided. 

· Example: Parity check matrices, polar code construction...

·  Encoding/decoding complexity of the adopted algorithms should be described.

· Simulation assumptions for usage scenario eMBB are shown in Table 2 

Table 2 Evaluate the block error rate (BLER) performance versus SNR for eMBB
	Channel*
	AWGN

	Modulation
	QPSK, 64 QAM

	Coding Scheme
	  Turbo
	LDPC
	Polar

	Code rate 
	1/5, 1/3, 2/5, 1/2, 2/3, 3/4, 5/6, 8/9

	Decoding algorithm**
	Max-log-MAP
	min-sum
	List-X

	Info. block length*** (bits w/o CRC)
	100, 400, 1000, 2000, 4000, 6000, 8000 
Optional(12K, 16K, 32K, 64K)


* Fading channels will be simulated in the next stage

** These algorithms are starting points for further study. Other variants of agreed algorithms can be used for encoding and decoding (Complexity details should be illustrated) 

*** At least these info. block length and code rate shall be evaluated. Other info. block lengths and code rates are not precluded. Similar info. and encoded block lengths should be used for the evaluation. Total coded bits = info. Block length/code rate. Note: these info. block length and code rate are only for initial performance evaluations. They are not interpreted as design targets or assumptions for complexity analysis.
In this contribution, we discuss the performance and complexity of the channel coding candidates for NR. Some typical schemes for eMBB scenario are simulated and analyzed. LTE Turbo code is taken as a bench mark of comparison.

2. Performance evaluation of channel coding for eMBB

Table 3 Simulation conditions

	Channel*
	AWGN

	Modulation
	QPSK

	Coding Scheme
	  Turbo
	LDPC
	Polar

	Code rate 
	1/5, 1/3, 2/5, 1/2, 2/3, 3/4, 5/6, 8/9

	Decoding algorithm**
	Scaled Max-log-MAP
SF: 0.75
	Scaled Layered min-sum 

20 iterations
SF of systematic bits:0.75

SF of parity bits:0.875
	CRC-aided List SC (CA-SCL) with list size of 32

	Info. block length*** (bits w/o CRC)
	100, 400, 2000, 6000, 8000 


LDPC code, Polar code and Turbo code are three typical channel coding candidates for eMBB scenario. We simulate the performance of several representational schemes for short info length, medium info length and long info length. The simulation conditions are given in Table 3. The utilized Turbo code is LTE-turbo code, and some bits are padded to match the length of the LTE-turbo interleaver when it is necessary. However, the padded bits will be deleted to ensure transmitted code length is k/r bits, where k is the info length and r is the code rate. 

The LDPC code used for comparison is based on our design in contribution [11]. Details will not be repeated here.

Polar code is a coding scheme which utilizes channel polarization and has been proven to approach the capacity of symmetric B-DMC in theory. Suppose a vector with length N, uN  passes through the polar encoder whose generation matrix is GN , then the output xN is given by the following expression:
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The generation matrix is given by the following formula:
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Where, BN is the bit-reversal permutation matrix. 
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The information bits are part of the elements of input vector uN. By using some technique such as Gaussian approximation [1-2], better polarized channels with lower bit error probability and hence larger capacity can be selected and the corresponding bits can be specified as information. The detailed encoding procedure can be found in [3-4]. 

Regarding polar decoding, there are multiple decoding algorithms. The main successive cancellation (SC) algorithms include SC [3], list-SC (SCL) [5], CRC-aided list SC (CA-SCL) [6].  

The performance of 100-bit info block length at code rates such as 1/3, 1/2 and 2/3 are shown as Figure 1. And that of 400-bit info block length at code rates such as 1/3, 1/2, 2/3 and5/6 is given in Figure 2. 
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Figure 1 The performance of 100-bit info block length at different code rates 
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Figure 2 The performance of 400-bit info block length at different code rates

Observation 1: Performance curves of LDPC code, Polar code and Turbo code are very close for short code blocks. The SNR difference between LDPC code and Turbo code at BLER=0.1 is not larger than 0.1~0.2 dB. 
It should be noted that all the results of LDPC code and Turbo code are obtained without CRC. Although the Polar code seems a little worse for a short info length as 100-bit at a relative high code rate, its performance might be improved by amending its rate matching algorithm and decoding method. Of course, other two codes i.e. LDPC code and Turbo code might be improved under the CRC-aided decoding 
Because 2000-bit info block length is representational for medium code blocks, we simulated all the code rates listed in Table 2. As shown in Figure 3, the performance curves of LDPC code, Polar code and Turbo code are very close, too. The performance of both the LDPC code and the Polar code is very close to that of the Turbo codes, and the SNR differences of LDPC-Turbo and Polar-Turbo are within the range of 0~±0.2dB when BLER is 0.1. The performance difference between the LDPC code and Turbo code becomes smaller and smaller as the code rate becomes higher, especially when the code rate is higher than 2/3. The performance of Polar code and LDPC code even is better than that of Turbo code in the same scheme.

Observation 2: Performance curves of LDPC code, Polar code and Turbo code are very close for medium code block, too. The SNR differences of LDPC-Turbo and Polar-Turbo are within the range of 0~±0.2dB when BLER is 0.1. 
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Figure 3 The performance of 2000-bit info block length at different code rates 
For relatively long code block, we give the performance of 6000-bit info length block and 8000-bit info length block, as shown in Figure 4 and Figure 5. Typical code rates such as 1/3, 1/2, 2/3, 5/6 are selected to show the performance at low, medium and high code rates of three codes respectively. Obviously, the performance of LDPC code and Polar code is improved and even better than those of Turbo code in the same schemes as the code rate becomes higher.  The gap is more obvious for 8000-bit code length as shown in Figure 5.
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Figure 4 The performance of 6000-bit info block length at different code rates
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Figure5 The performance of 8000-bit info block length at different code rates
We can see that LDPC code shows its not bad performance for all the code length, and display its superiority at high code rates.

Observation 3: Performance curves of LDPC code, Polar code and Turbo code are very close for relatively long code block, too. 

Conclusion 1: In general, LDPC code, Polar code and Turbo code have almost the same performance at BLER=0.1 under AWGN channel and QPSK modulation conditions. 
3. Complexity analysis
In this section we will compare the computation complexity of Turbo, LDPC and Polar code. The decoding methods for each code are listed in Table 4 as:
Table 4 the decoding method for comparison

	Code Type
	Decoding Method

	LTE Turbo code
	Max log-MAP with extrinsic Scaling

	LDPC code in [11]
	Layered BP with Normalized Min-sum

	Polar code
	SC list decoding


3.1. Complexity analysis of LTE Turbo code
In order to meet the requirement of high throughput and low latency for NR, parallel decoding structures are used for turbo decoding. The most widely used parallel decoder architecture is based on parallel working MAP decoders. In this architecture, a code block is divided into multiple sub-blocks. Each sub-block is processed independently by a dedicated MAP decoder. The maximum parallelism is 64 bit per clock cycle at which conflicts are avoided by the QPP interleaver.

Slide window method is often used with the parallel decoding. In general, each MAP decoder process AL (acquisition length) more trellis sections to training initial condition. The 
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A detailed calculation method of the complexity of each component of the decoding algorithm is given in [13]. The computation method used in this section is like that in [14] with taking slide window margin AL as variables. In our observation, AL= 32, 64, and 128 is adequate for code rate 1/3, 1/2, and 0.94 respectively.
Take radix-2 decoder structure for example, K denotes the information bits length, and k denotes the memory order. For LTE turbo, k=4. The ratio of calculation costs is assumed to be as follows: Addition (A) : Comparison (C) : Scaling (S) : LUT = 1 : 1 : 2 : 6. The computational complexity can be roughly calculated in Table 5:
Table 5 Decoder operation count per iteration for parallelism turbo decoding
	Turbo codes
	Decoding 

	Algorithm
	Max Log Map+extrinsic scaling

	For Delta (or Gamma)
	A : 2*3*K

	For Beta
	A : 2*2*
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C : 2*
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	For Alpha
	A : 2*2*
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	For Lambda
	A : 2*(2*
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	For Extrinsic
	A : 3

S  : 2

	Costs
	A: Addition(1)
	(12*
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	C: Comparison(1)
	(8*
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	S: Scaling(2)
	2*K

	
	LUT(6)
	-

	Total cost  (R=1/3)
	171K+96*P*AL

	Total cost  (R=1/2)
	171K+96*P*AL

	Total cost  (R=8/9)
	171K+96*P*AL


Table 6 gives the example of K=6144, P=64 and AL= 128, 64, and 32 for high, medium and low code rate respectively. The maximum iteration number is set to 8.
Table 6 example of operation count for different code rate
	
	AL= 128
(high code rate 8/9)
	AL= 64
(medium code rate 1/2)
	AL= 32
(low code rate 1/3)

	Addition
	9453568
	7356416
	6307840

	Comparison
	5046272
	3997696
	3473408

	Scaling
	98304
	98304
	98304

	Total
	1.470*107
	1.155*107
	9.978*106


Table 7 gives the example of K=6144, AL= 64 and P= 64, 32 and 8 respectively. Iteration number is set to 8.
Table 7 example of operation count for different parallelism

	
	P= 64
	P=32
	P= 16
	P= 8

	Addition
	7356416
	6307840
	5783552
	5521408

	Comparison
	3997696
	3473408
	3211264
	3080192

	Scaling
	98304
	98304
	98304
	98304

	Total
	1.155*107
	9.978*106
	9.191*106
	8.798*106


Observation 4: The operation count for turbo decoder rises with the increase of acquisition length. It means turbo decoder is more complex for high code rate.

Observation 5: The operation count for turbo decoder rises with the increase of parallelism. It means turbo decoder is more complex for high throughput case.

3.2. Complexity analysis of LDPC
The complexity has been investigated in many articles, and ways to evaluate the complexity are also proposed [15]. In this section, we’d like to focus on the operation count calculation for widely used decoding method, which is Layered BP with Normalized Min-sum algorithm. 
Basically, the operation count is related to the code block length, code rate, the number of VNU and CNU (dv and dc in parity matrix), the normalizing factor and number of iteration steps. We roughly calculate the calculation cost base on our LDPC design in [11]. The dv and dc for different code rate are listed in Table 8.
Table 8  dv and dc based on our LDPC design in [11]
	
	Code rate 1/3
	Code rate 1/2
	Code rate 8/9

	dv
	dv=4.0833
	dv=3.8750
	dv=3.250

	dc
	dc=6.1250
	dc=7.7500
	dc=9.750


Table 9 gives the operation count for Layered BP with Normalized Min-sum algorithm using the method proposed in [14]. K denotes the information bits length.
Table 9 Decoder Operations Count per iteration for LDPC codes
	LDPC codes
	Decoding

	Schedule + Kernel
	LBP+Normalized Min-Sum

	For check node processing
	A : dvN + 2(N-K)
C : (2dc -3)(N-K) + 2(N-K)

	For bit node processing
	A : dvN

	Costs
	A: Addition(1)
	2dvN + 2(N-K)

	
	C: Comparison(1)
	(2dc -3)(N-K) + 2(N-K)

	
	LUT(6)
	

	Total cost (R=1/3)
	51K

	Total cost (R=1/2)
	32K

	Total cost (R=8/9)
	9.875K


Table 10 gives the example of K=6144.The maximum iteration number is set to 20, which is comparable to turbo codes in performance. 
Table 10 example of operation count for different code rate

	
	Code rate 8/9
	Code rate 1/2
	Code rate 1/3

	Addition
	9.293*105
	2.15*106
	3.502*106

	Comparison
	2.842*105
	1.782*106
	2.765*106

	Total
	1.213*106
	3.932*106
	6.267*106


Observation 6: The operation count for LDPC decreases with the increase of code rate. It means LDPC decoder is less complex in high code rate scenarios.
Observation 7: Compared to Turbo decoder, the parallelism has little influence on the complexity of LDPC decoder. It means LDPC is more suitable for high parallelism usage. Furthermore, LDPC is more suitable for high throughput scenarios. 
3.3. Complexity analysis of Polar code

Hardware implementation of polar code targeting at high-throughput/low latency as well as low complexity is still under study [7-10]. Comparing with turbo code and LDPC, polar code has not yet achieved widely industrial application. 

In this section, we analyse complexity of polar code using successive cancellation algorithm based on combinational architecture referred to in [9]. The complexity for SC is mainly accounted for by the calculation of f and g functions for two types of nodes in the butterfly [9].

For list-SC algorithms, the complexity is increase by less than L' (list size) times of that for SC algorithm, since some computational results can be simply copied among the L' paths. Path competition also introduces some comparison operation. For SCL, the comparison times for path competition is less than K*(3/2* L' 2－L' /2), which corresponds to selecting L' paths from 2 L' paths for K unfrozen bits. For CRC-Aided list-SC algorithm, addition operation resulting from CRC should be considered, which can be formulated as L' *(LCRC+1)*K. 

Table 11 presents the computational complexity of polar code. The complexity for list-SC is L' times of that of SC algorithm plus operation complexity of path selection, which can be regarded as an upper bound.

Table 11 Decoding complexity of SC decoder based on combinational architecture

	Polar code

	Algorithm
	SC 
	SCL
	CA-SCL

	Costs
	A: Addition
	Nlog2(N/2)
	L' Nlog2(N/2)
	L' Nlog2(N/2) + L' *(LCRC+1)*K

	
	C:Comparison
	Nlog2(N/2) + N/2
	L' (Nlog2(N/2) + N/2) + 

K*(3/2* L' 2－L' /2)
	L' (Nlog2(N/2) + N/2) + 

K*(3/2* L' 2－L' /2)

	
	S: Scaling
	-
	-
	-

	
	LUT(6)
	-
	-
	-

	Total cost
	N*(3/2* log2(N) -1 )
	L' *N*(3/2* log2(N) -1 )+

K*(3/2* L' 2－L' /2)
	L' *N*(3/2*log2(N)-1)+

K L' *(3/2*L' +LCRC+1/2) 


In Table 11, L' is the list size, N and K are code length and information length, respectively. And LCRC is the CRC length. Assuming L' =32, K = 6144, LCRC =24. Table 12 shows some example of computational complexity of polar code. Here, we choose N to be the smallest power of 2 that are larger than K/R, thus N = 32768/ 16384/ 8192 for R = 1/3,1/2,8/9, respectively. 

Table 12 Examples of decoding complexity of polar decoder based on Table 11 
	Polar code

	Algorithm
	SC 
	SCL
	CA-SCL

	Total cost  (R=1/3)
	7.0451*105
	3.1883*107
	3.6798*107

	Total cost  (R=1/2)
	3.2768*105
	1.9825*107
	2.4740*107

	Total cost  (R=8/9)
	1.5155*105
	1.4189*107
	1.9104*107


It is observed that the complexity, as well as the BLER performance increase in the order of SC, SCL, CA-SCL. It is noted that SC algorithm has the fewest computational complexity. However, its BLER performance is worse than turbo code and LDPC. In general, CA-SCL has better performance and less computational complexity than turbo code with list size of 32. CA-SCL of polar code has lager operation count than LDPC.
Observation 8: The computational complexity of polar code increases in the order of SC, SCL, CA-SCL. It also increases as code rate decreases for a fixed TBS.
3.4. Comparison

In Figure 6, we compare the total operation count of turbo code/LDPC/polar code, with code rates of 1/3, 1/2, 8/9.  The information length K is fixed to 6144. The data are selected from Tables 6/10/12. It is observed that LDPC has the lowest computational complexity and polar code has the largest complexity. However, it is noted that for polar code, list size of 32 may be further reduced and hence operation count is reduced. On the other hand, operation counts of LDCP and polar code decrease as code rate increases, which is due to the decrease of code length, while for turbo code, the computational complexity increases as code rate increases.
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Figure 6 Computational complexity of code schemes with different code rate
Conclusion 2: LDPC is less in terms of complexity compared to LTE Turbo and Polar code.
4. Conclusion
In this contribution, we evaluate the performance and complexity of the channel coding candidates for NR. In summary, we have the following observations:
Observation 1: Performance curves of LDPC code, Polar code and Turbo code are very close for short code blocks. The SNR difference between LDPC code and Turbo code at BLER=0.1 is not larger than 0.1~0.2dB. 
Observation 2: Performance curves of LDPC code, Polar code and Turbo code are very close for medium code block, too. The SNR differences of LDPC-Turbo and Polar-Turbo are within the range of 0~±0.2dB when BLER is 0.1.
Observation 3: Performance curves of LDPC code, Polar code and Turbo code are very close for relatively long code block, too. 

Observation 4: The operation count for turbo decoder rises with the increase of acquisition length. It means turbo decoder is more complex for high code rate.

Observation 5: The operation count for turbo decoder rises with the increase of parallelism. It means turbo decoder is more complex for high throughput case.

Observation 6: The operation count for LDPC decreases with the increase of code rate. It means LDPC decoder is less complex in high code rate scenarios.

Observation 7: Compared to Turbo decoder, the parallelism has little influence on the complexity of LDPC decoder. It means LDPC is more suitable for high parallelism usage. Furthermore, LDPC is more suitable for high throughput scenarios. 
Observation 8: The computational complexity of polar code increases in the order of SC, SCL, CA-SCL. It also increases as code rate decreases for a fixed TBS.

Based on our observation, we draw the conclusion as:
Conclusion 1: In general, LDPC code, Polar code and Turbo code have almost the same performance at BLER=0.1 under AWGN channel and QPSK modulation conditions. 

Conclusion 2: LDPC is less in terms of complexity compared to LTE Turbo and Polar code.
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