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Introduction
In RAN1#84bits, the following has been agreed on the support of channel coding design for 5G new radio [1].
Agreements:
· Candidates for 5G new RAT data transmission are identified as the following
· LDPC code 
· Polar code 
· Convolutional code (LTE and/or enhanced convolutional coding)
· Turbo code (LTE and/or enhanced turbo coding)
· Note: It is RAN1 common understanding that combination of above codes is not precluded
· Note: Outer erasure code is not precluded
· Selection of 5G new RAT channel coding scheme(s) will consider,
· Performance
· Implementation complexity 
· Latency (Decoding/Encoding)
· Flexibility (e.g., variable code length, code rate, HARQ (as applicable for particular scenario(s)))
To identify channel coding schemes for each usage scenario, the evaluation methodology was discussed with the agreement of using AWGN channel for the initial evaluation and calibration [1].
In this contribution, we introduces a new low complexity decoding algorithm of Turbo codes. The performance results of binary Turbo codes of the proposed decoding algorithm and the reference Max-log-MAP and log-MAP algorithms on AWGN channel are shown.  The complexities of different Turbo decoding algorithms along with LDPC and Polar decoding algorithms are also analyzed.

Discussion
[bookmark: OLE_LINK10][bookmark: OLE_LINK11]The major scenarios for 5G new radio are eMBB (enhanced Mobile Broadband), mMTC (massive Machine Type Communications) and URLLC (Ultra-Reliable and Low Latency Communications). The target of eMBB communication is to provide peak throughput at least 20Gbps. The channel codes with the long code block (such as more than 10000 bits) and high speed decoding capacity are the best choice for eMBB. In mMTC and URLLC, selection criterions of channel codes are good performance for small code block with low energy consumption and low cost and very low latency.
The existing LTE Turbo coding scheme will face a great challenge to meet the higher requirements of NR. The high complexity and memory consumption of the traditional decoders, e.g., Log-MAP, Max-Log-MAP and SOVA [2] [3] [4], are the major obstacle of Turbo codes to be applied in NR. 
1.1 Trimming Soft-Input Soft-Output Viterbi Algorithm 
In this contribution, we provide an effective decoding algorithm, called Trimming Soft-Input Soft-Output Viterbi Algorithm (TSOVA), to reduce the complexity of traditional decoding schemes of Turbo codes. It is well-known that the complexity of the Soft-input Soft-output Viterbi Algorithm (SOVA) [4] largely depends on the number of backtracking operations or the number of metric differences. The proposed TSOVA decoding algorithm reduces the complexity of SOVA by trimming metric differences M times. By picking up M smallest ones among the metric differences, TSOVA only conducts backtracking operations on the related competitive paths of these metric differences. To minimize the degradation of LLRs due to trimming the backtracking operations, the proposed TSOVA algorithm selects important metric differences and estimates LLRs from intrinsic information and neighboring LLRs. Hence, TSOVA maintains good LLR quality with complexity reduction at most at 1/M backtracking operations of SOVA.
1.2 Simulation results
· eMBB applications
For eMBB applications, we compare the performance of the Log-MAP, Max-Log-MAP and TSOVA decoding algorithms for two long code block Turbo codes with several code rates R (e.g., 1/3 and 1/2).
The code block lengths and parameters of the Turbo code are as follows:
· 
Code 1 is a LTE-Turbo code with information block lengthbits. 
· 
Code 2 is a LTE-Turbo code with information block lengthbits.  
The simulations are conducted over the BI-AWGN channel with QPSK modulation. The maximum iteration number is set to 8 for all decoding algorithms. The trimming factor of the TSOVA algorithm is set to 8. Simulation results are shown in Figure 1 and Figure 2. 
[image: ]
Figure 1: Performance of LTE-Turbo code with infomationblock length of 2016 bits and  code rates ½ and 1/3.
[image: ]
Figure2: Performance of LTE-Turbo code with informationblock length of 4032 bits and code rates ½ and 1/3.

It is shown from Figure 1 and Figure 2 that the TSOVA algorithm can outperform the Max-Log-MAP algorithm at the BLER of 10-4 for different code block lengths and code rates. The performance gap between the TSOVA and Log-MAP algorithms is within 0.2 dB for Code2 and even within 0.01 dB for Code1.
Observation 1: TheTSOVA decoding algorithm has slightly performance edge over  the Max-Log-MAP algorithm for the large block size. contribution.
· URLLC and mMTC applications

For URLLC and mMTC applications, we also compare the performance of the Log-MAP, Max-Log-MAP and TSOVA decoding algorithms for two short code block LTE-Turbo codes with code rates R= 1/3.
The parameters of the LTE-Turbo codes are as follows:
· 
Code 3 is a LTE-Turbo code with information block length bits.
· 
Code 4 is a LTE-Turbo code with information block length bits.
The simulations are conducted over the BI-AWGN channel with QPSK modulation and 16QAM, respectively. The maximum iteration number is set to 8 for all decoding algorithms. The trimming factor of the TSOVA algorithm is set to 8. Simulation results are shown in the Figure 3-Figure 6. 
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Figure3: Performance of LTE-Turbo code Info. block length of 200 bits with QPSK modulation.
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Figure4: Performance of LTE-Turbo code with infomation block length of 200 bits and 16QAM modulation
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Figure5: Performance of LTE-Turbo code with information block length of 576 bits and QPSK modulation
[image: ]
Figure 6: Performance of LTE-Turbo code with infomation block length of 576 bits and 16QAM modulation.

The performance results in Figure 3-Figure 6 show that the TSOVA algorithm can outperform the Max-Log-MAP algorithm at the BLER of 10-4 for different code block lengths and modulation. The performance gaps between the TSOVA and Log-MAP algorithms are very small for Code3 and Code4 with QPSK modulation and about 0.2 dB for Code3 and Code4 with 16QAM modulation.
Observation 2: For the short block size Turbo codes considered in this contribution, TSOVA outperforms Max-Log-MAP with both QPSP and 16QAM modulations.
1.3 Complexity analysis of Turbo decoding algorithms 
Computational complexity is an important index in the evaluation of the decoding algorithms.  We compare the computational complexities of several decoding algorithms for LTE-Turbo codes and present in Table 1.

Table 1: Decoding complexity per iteration for binary Turbo codes
	
	Log-MAP 
	Max-Log-MAP
	TSOVA

	Additions
	

	

	
 

	MAX process
	

	

	


	Look-up-table operations
	

	NA
	NA







Notations:  for information block length,  for memory length of component code of Turbo code, for backtracking length, for trimming factor. There are two component codes for the LTE-Turbo code. Number of multiplication is included within additions by considering log domain processing.

The computational complexity of the Code1~Code4 evaluated in Section 2.1 are presented in Table 2~Table 5, respectively. As shown in Table 2-Table 5, the total computational complexity of TSOVA for LTE- Turbo codes is about 43% compared with the Max-Log-MAP algorithm and 13% compared with the Log-MAP algorithm. Thus, the TSOVA has distinct advantage of the decodingcomplexity over both Max-Log-MAP and Log-MAP decoding algorithms.

Table 2: Decoding complexity analysis per iteration for Code1 in eMBB
	
	Log-MAP
	Max-Log-MAP
	TSOVA

	
	Code 1 
	Code 1 
	Code 1 

	Additions
	387072
	258048
	131040

	MAX process
	129024
	129024
	34272

	Look-up-table operations
	774144
	0
	0

	Total
	1290240
	387072
	165312



Table 3: Decoding complexity analysis per iteration for Code2 in eMBB
	
	Log-MAP
	Max-Log-MAP
	TSOVA

	
	Code 2
	Code 2
	Code 2

	Additions
	774144
	516096
	262080

	MAX process
	258048
	258048
	68544

	Look-up-table operations
	1548288
	0
	0

	Total
	2580480
	774144
	330624



Table4: Decoding complexity analysis per iteration for Code3 in URLLC and mMTC
	
	Log-MAP
	Max-Log-MAP
	TSOVA

	
	Code 3
	Code 3
	Code 3

	Additions
	38400
	25600
	13000

	MAX process
	12800
	12800
	3400

	Look-up-table operations
	12800
	0
	0

	Total
	64000
	38400
	16400



Table5: Decoding complexity analysis per iteration for Code4 in URLLC and mMTC
	
	Log-MAP
	Max-Log-MAP
	TSOVA

	
	Code 4
	Code 4
	Code 4

	Additions
	110592
	73728
	37440

	MAX process
	36864
	36864
	9792

	Look-up-table operations
	36864
	0
	0

	Total
	184320
	110592
	47232





Notations: Memory length of component code of each Turbo code .Assuming the computation costs of Addition: MAX: Look-Up-Table = 1:1:6,  and.

Observation 3: The computational complexity of TSOVA is much less than those of Log-MAP and Max-Log-MAP for the long block size and short block size Turbo codes considered in this contribution.

1.4 Complexity Analysis of LDPC and Polar Decoding Algorithms
We make the same exercise of computational complexity analysis of LDPC and polar codes decoding algorithms. The outputs of the exercise are used for the comparison of the implementation complexity of the considered decoding algorithms for LTE-Turbo codes.
[bookmark: OLE_LINK5]The analysis of the decoding complexitiesofTurbo, LDPC and polar codes is shown  in Table 6 in reference  to [6]. The example in [6] is used here.   

Example: The parameters of complexities analysis are as follows,  the code block  length N=1944 for Turbo and LDPC codes, N = 2048 for polar code, R=1/2, m=3, Imax = 8 for Turbo code, Imax = 15, dv = 3.58 and dc = 7.17 for LDPC code, L = 32 for polar code. Assuming the computation costs of Addition: MAX: Look-Up-Table = 1:1:6, M0=8, δ=8. The complexity of the codes can be calculated as in Table 7. As shown in Table 7, the TSOVA for Turbo codes has the least computational complexity.

Table 6: Decoding complexity for Turbo, LDPC and polar codes
	
	Turbo
(Max-Log-MAP)
	Turbo
(TSOVA)
	LDPC 
(BP) [7]
	Polar 
(SCL) [8]

	Additions
	

	

	

	


	MAX process
	

	

	NA
	NA

	Look-up-table 
	NA
	NA
	

	NA












Notations:  for maximum iteration number,  for information block length, for code length,  for number of parity bits, for average variable degree of LDPC parity check matrix (PCM), for average check degree of LDPC PCM,  for size of list of polar code,  for memory length of component code of Turbo code, for backtracking length of TSOVA, for trimming factor of TSOVA. Assume two component codes for the Turbo code. 

Table 7: Example complexity analysis for Turbo, LDPC, and polar codes
	
	Turbo 
(Max-Log-MAP) 
	Turbo
(TSOVA)
	LDPC (BP) 
	Polar (SCL) 

	Additions
	995328
	513216
	403282
	720896

	MAX processes
	497664
	139968
	NA
	NA

	Look-up-table processes
	NA
	NA
	627231
	NA

	Total 
	1492992
	653184
	1030513
	720896



In addition, we compare the implementation complexity between the Max-Log-MAP algorithm and TSOVA for LTE-Turbo codes. TSOVA requires less storage for intermediate quantity and less number of addressing operation compared with the Max-Log-MAP algorithm.  On the other hand, simulation results show that TSOVA requires less quantization bits (about 1 bit) compared with the Max-Log-MAP algorithm since TSOVA only requires minimum backtracking operations. Therefore, not only the implementation complexity of TSOVA is lower but also the throughput of TSOVA is higher. 
Furthermore, TSOVA is suitable for high throughput ASIC implementation. The complexity of TSOVA is dominated by its first stage, which is Viterbi algorithm. It is shown that Viterbi decoders can achieve a throughput of 40Gbps [9]. 

Conclusion 
In this contribution, we provide a Trimming Soft-Input Soft-Output Viterbi Algorithm (TSOVA) and compare the performance and complexity of TSOVA with different decoding schemes of Turbo codes in eMBB, URLLC and mMTC, respectively. It shows that the TSOVA algorithm can provide better trade-offs between performance and complexity and has higher throughput. Moreover, TSOVA can has similar convergence behavior as the Log-MAP algorithm.
By only changing the value of trimming factor M, TSOVA matches the different requirements of different usage scenarios. Hence, the Turbo codes with the TSOVA decoding scheme can be considered as one of the most promising candidates for different usage scenarios to fulfil higher requirements of 5G New Radio. 
The above discussion is summarized with following observations:
Observation 1: There is a slight gap between TSOVA decoding algorithm has slightly performance edge over and the Max-Log-MAP algorithm for the large block size. Turbo codes considered in this contribution.

Observation 2: For the short block size Turbo codes considered in this contribution, TSOVA outperforms Max-Log-MAP with both QPSP and 16QAM different modulations. 

Observation 3: The  computational complexity of TSOVA is much less than those of Log-MAP and Max-Log-MAP for the long block size and short block size Turbo codes considered in this contribution.

Observation 4: The TSOVA algorithm is robust to the quantization and can support  20 Gbps throughput which is required by eMBB services.
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