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1 Introduction
In RAN1#84bis, evaluation results of shortened TTI for latency reduction were discussed.  The system throughput and the system performance gain of the shortened TTI over that of normal TTI depends on the percentage of control channel overhead assumed in the system level simulation.  The control channel overhead assumed in the shortened TTI system level simulation will impose a constraint on the number of scheduled UEs within a shortened TTI.  A dynamic control channel scheme with channel awared CCE allocation is proposed to minimize the required control overhead within a shortened TTI.  In this contribution, we show our system-level simulation results of dynamic control channel scheme for overhead minimization. 
2 Discussion
Simulation assumptions
The system simulations are performed based on the TCP model given below and the other detailed simulation parameters are listed in the Appendix. 
As analyzed in [1], the overhead of reference signals and physical layer control signaling is likely to increase in shortened TTI, which will have impact on system throughput. Given that 2 and 7 symbol length shortened TTI are selected for further study [2], we provide the system simulation results of dynamic control channel scheme for overhead minimization for 2-symbol length TTI. The assumptions of RS and control overhead for 2 symbol TTI lengths are given in Tables 1 and 2 respectively.
Table 1: RS overhead of 2 symbol length TTI 
	TTI Length
(OFDM symbols)
	Assumption
	RS Overhead

	2
	2 CRS antenna ports and 24 DMRS REs per PRB
	23.81%


Table 2: control overhead of 2 symbol length TTI (fixed PDCCH overhead)
	TTI Length
(OFDM symbols)
	CCE number per TTI
	RB number per CCE
	RB number

per TTI for PDCCH
	Control Overhead
	Total Overhead
(RS + Control)

	2
	6
	1.5
	9
	29.71%
	53.52%


Control channel overhead constraint is proposed in [3]. If control overhead is not dynamic, scheduling restriction (e.g., number of scheduled UEs per TTI in FDM) should be imposed based on the reported control channel overhead. In our simulation, fixed control overhead is assumed as given in table 2. Dynamic control channel scheme with overhead minimization is to determine the number of CCEs required for each shortened TTI based on the number of scheduled UEs and their associated aggregation levels. The aggregation level of each scheduled UE is estimated from the average of the reported CQI. Assuming different number of UEs is scheduled in the shortened TTI and aggregation level 1 is always used (the extreme case), the control overhead of fixed control channel resource allocation is shown in Table3. We observe that dynamic control region can bring about 12% control overhead reduction and at most 12% total overhead reduction, which happen when only one UE is scheduled in a subframe and the aggregation level is 1. The probability of each PDCCH aggregation level and number of scheduled UE per short TTI collected in the system simulation is shown in Table5.
Table 3: Control overhead of dynamic control region
	Number of scheduled UE in a TTI
	Aggregation level 
	RB number

per TTI for PDCCH
	Control Overhead
	Total Overhead
(RS+Control)

	1
	1
	2
	17.71%
	41.52%

	2
	1
	3
	19.43%
	43.24%

	3
	1
	5
	22.86%
	46.7%

	4
	1
	6
	24.57%
	48.38%

	5
	1
	8
	28%
	51.81%


In our evaluation, 
· Dynamic PDCCH model is constructed as below
· CCE used in each short TTI depending on the number of scheduled UEs and their associated CCE levels.
· CCE level is adjusted based on the average reported CQI calculated in each shortened TTI.
· An abstracted TCP Reno model is constructed as below:
· Number of TCP packets is doubled after each TCP_ACK

· Number of TCP packets is halved after each TCP_NACK

· 1500 bytes TCP packet = 1460 bytes data + 40 bytes TCP/IP header

· TCP ACK error: 1% on PUSCH feedback 
· TCP packet timeout: The duration for TCP packet timeout is scaled down  if TCP packet is received in time, otherwise the duration equals to 100 TTI
Simulation results
Table 4: System evaluation results for 100kbits file size
	Reported
	RU for short TTI:12.54%/12.34%
	RU for short TTI: 65.12%/65.4%

	parameters
	
	

	
	Static PDCCH
	Dynamic PDCCH
	Relative Gain
	Absolute Gain
	Static PDCCH
	Dynamic PDCCH
	Relative Gain
	Absolute Gain

	DL:
	5%
	3.478
	3.883
	11.64%
	0.405
	1.263
	1.343
	6.33%
	0.08

	UPT
	50%
	8.409
	9.302
	10.62%
	0.893
	4.136
	4.686
	13.30%
	0.55

	CDF
	95%
	13.929
	14.810
	6.32%
	0.881
	11.617
	12.664
	9.01%
	1.047

	[Mbps]
	Mean
	8.546
	9.292
	8.73%
	0.756
	5.050
	5.597
	10.83%
	0.547

	DL:
	5%
	0.0072
	0.0068
	5.56%
	0.0004
	0.0086
	0.0079
	8.14%
	0.0007

	Delay
	50%
	0.0118
	0.0107
	9.32%
	0.0011
	0.0242
	0.0213
	11.98%
	0.0029

	CDF
	95%
	0.0280
	0.0253
	9.64%
	0.0027
	0.0790
	0.0743
	5.94%
	0.0047

	[s]
	Mean
	0.0139
	0.0126
	9.35%
	0.0013
	0.0316
	0.0288
	8.86%
	0.0028


Table5：Average probability of each PDCCH aggregation level and number of scheduled UE per TTI
	RU for short TTI
	Average probability of each PDCCH aggregation level
	Average number of scheduled UE per TTI

	
	AL=1
	AL=2
	AL=3
	AL=4
	

	12.34%
	59.54%
	31.89%
	8.09%
	0.48%
	1.1106

	65.4%
	59.53%
	31.90%
	8.09%
	0.48%
	1.9783


From the simulation result, the following can be observed for shortened TTI:
· Dynamic control region could bring obvious throughput gain compared with static control region is used in each short TTI.
· The absolute throughput gain of dynamic control region is larger for cell center users than cell edge users compared with static control region.
· Dynamic control region leads to traffic delay reduction.
· Dynamic control region brings more benefit when the traffic load is higher.
3 Conclusion
In this contribution, we show the system-level simulation results of dynamic control region and static control region in each short TTI.  We observe that the benefit of dynamic control region is significant when the TTI length is as short as 2 OFDM symbol.  We think dynamic control region should be introduced at least for the 2-symbol length TTI. 
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5 Appendix
	Parameter 
	Assumptions 

	Layout 
	7 Macro eNBs, 3 sectors per site;

	System bandwidth per carrier 
	10MHz 

	Carrier frequency 
	2GHz 

	Inter-site distance 
	500m 

	Total BS TX power (Ptotal per carrier) 
	46dBm 

	TTI length 
	2 symbols

	RS and control signaling overhead 
	As given in section 2 

	TBS determination 
	Scalable with TTI length

	HARQ RTT 
	Scalable with TTI length

	Scheduler 
	Proportional fairness 

	Distance-dependent path loss 
	ITU UMa[referring to Table B.1.2.1-1 in TR36.814], with 3D distance between an eNB and a UE 

	Penetration 
	For outdoor UEs:0dB 

	
	For indoor UEs: 20dB+0.5din (din: independent uniform random value between [ 0, min(25,d) ] for each link) 

	Shadowing 
	ITU UMa according to Table A.1-1 of 36.819 with 3D distance for shadowing correlation distance 

	Antenna pattern 
	3D, referring to TR36.819 

	Antenna Height: 
	25m 

	UE antenna Height 
	1.5m 

	Antenna gain + connector loss 
	17 dBi 

	Antenna gain of UE 
	0 dBi 

	Fast fading channel between eNB and UE 
	ITU UMa according to Table A.1-1 of 36.819 

	Antenna configuration 
	2Tx(eNB), 2Rx(UE), Cross-polarized 

	Number of UEs 
	10 UEs per macro cell 

	UE dropping 
	Randomly and uniformly dropped throughout the macro geographical area. 20% UEs are outdoor and 80% UEs are indoor. 

	Traffic model 
	FTP model 2

File size 100KB

	CSI report period 
	5 TTIs between two consecutive reports 

	TCP models
	TCP Reno model (RFC 2581)
 - SSThresh 65535 Bytes
 - Initial window size 1460 Bytes
 - Max segment size 1460 Bytes

40 Bytes TCP header are added to the initial window size and max segment size

The three way handshake is not modeled as baseline.

TCP ACK feedback modeling is provided by the companies 

	UE receiver
	MMSE-IRC; other UE receiver provided by companies 

	eNB noise figure 
	5dB 

	UE noise figure
	9dB

	UE speed
	3km/h 

	Duplex mode 
	FDD

	Network synchronization
	Synchronized

	Aggregation level threshold
	[-7.4 -4.4 -1.2 3.9]dB

	Core, transport and internet network delay
	0ms 

	Performance metrics
	Mean, 5%, 50% and 95% user perceived throughput
Mean, 5%, 50% and 95% user packet delay


