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[bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
In the RAN Plenary #69, it was agreed that 3GPP should study the performance and feasibility of using high frequency spectrum above 6 GHz for further evolution beyond LTE-Advanced and for technology advancement towards 5G [1]. In response, 3GPP has created a study item (SI) “Study on channel model for frequency spectrum above 6 GHz” aimed at developing a channel model for frequencies up to 100 GHz. 
In RAN #84, it was decided that the stochastic modelling methodology will be used for what shall become the reference channel model [2]. In agreement with such a decision, companies are collecting and presenting measurements and simulations to derive the parameters of the adopted modelling framework [3], [4] and [5].
In this contribution, we detail a hierarchical agglomerative clustering (HAC) algorithm to help in the characterization of the parameters of the RAN1 channel model. Given its unique features, we suggest it to be considered for processing the aforementioned ray-tracing data and measurements.
[bookmark: _Ref129681832]Discussion 
As explained in [5], a viable channel model for frequencies above 6GHz should feature a form of spatial/temporal/frequency consistency. Clustering algorithms play an important role in the characterization of channels and should thus not alter the consistency observed in measurements and ray-tracing simulations.
Among those proposed in literature, clustering algorithms like K-means, K-medoids, K-powermeans and K-means++ [7] require the use of a validation criterion to assess the quality of their outputs. Other methods like the Time-cluster Spatial-Lobe approach (TCSL) [8] enjoy a simpler parameterization, but operate on each dimension separately.
Here, we propose to use the hierarchical agglomerative clustering (HAC) algorithm described in [9] and used in characterizing the UMa scenario in [3], and both the UMa and UMi scenarios in [5]. This clustering algorithm searches for clusters jointly in the delay-angle-space domain and is capable of finding clusters with the following properties:
· In the delay-angle domain, clusters appear as compact, yet not necessarily convex. Outliers (singleton elements dissimilar to the rest of MPCs, for instance due to low resolution measurement setups) are allowed. 
· In the space domain, when the clustered data set is sufficiently dense, clusters will evolve consistently along part of a route or an area. This means that clusters will remain alive until its death or obstructed by a blocker and its properties will not change abruptly.
This is achieved by using the agglomeration process [8] in the delay, angle and space domains[footnoteRef:1].  [1:  It is worth noting that the HAC algorithm also allows to cluster MPCs disregarding on whether these are fully specified both in angle and delay domain (e.g., measurements such as the ones provided in [4]).] 


Clustering Results
The capabilities of the HAC algorithm will be here illustrated using ray-tracing simulations. The environment is shown in Figure 1, which is a model of Kennedy Square in Aalborg, Denmark. 
The ray-tracer was used with a frequency of 29GHz, 6 reflections, 1 diffraction and without a model for the diffuse component. This was partially compensated by adding windows and bricks to 2 of the facades in the scenario, thus ensuring a richer scattering environment. In such an environment, the transmitter (represented by a green cube) was placed at the top of the north building, 18.5 meters above the ground; the receiver (RX) was in turn considered as moving along a 250 meters route, at 1.5m above the ground and starting close to the transmitter. Adjacent RX positions are 2 wavelength apart and the dynamic range at every position is 40 dB from the strongest path (this produced in average 100 MPCs per position). Finally, both the transmitter and the receiver use omnidirectional, single-element antennas and no objects such as vehicles, trees, light poles or vegetation were included.
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[bookmark: _Ref445831890]Figure 1 – Kennedy Square in Aalborg. Route location (yellow) and transmitter (green).

With such a scenario in mind, Figure 2 shows the number of clusters derived with the proposed HAC algorithm and the K-means++ algorithm. K-means++ [11] was implemented with the initialization proposed in [7] and the Kim-Park index [11] as a validation metric. As seen from the figure, the HAC algorithm is capable of capturing the differences between different portions of the route. In particular, at the beginning of the route, the canyon effect from the buildings produces a larger number of clusters. After the first turn, the amount of clusters reduces because long reflections from the far walls appear. At the end of the route, the number of clusters increases again due to the next canyon. On the other hand, K-means++ appears less capable of capturing the same trends and produces a more jittery output. Overall, HAC can identify MPCs with similar arrival metrics accurately, this ensures that the estimation algorithm finds compact clusters (even though not necessarily convex) and leads to realistic spreads of the aforementioned metrics.
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[bookmark: _Ref445831901]Figure 2 – Number of clusters along the route for Agglomerative and K-means++

As already mentioned, one of the features that the proposed HAC algorithm can provide is the ability to have spatially consistent clusters, with the consistency being defined in terms of centroid position, angular and delay spreads and power variation. Figure 3 shows two 3D plots with the delay vs azimuth AoA vs route position. The plot on the top contains the MPCs positions, where the color identifies the clusters. On the bottom, the centroids for all clusters are shown with the same color code. Of the trends shown in the figures, it is worth focusing, for example, on the LOS (1) and LOS + ground reflection (2) clusters. They are portrayed accurately along the route. Moreover, elongated shapes with cluster parameters varying gracefully can be observed clearly with clusters (3) and (4). 
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[bookmark: _Ref445831919]Figure 3 – HAC algorithm. Clustered MPCs are on the top. Centroid position per receiver location on the bottom, with the same color coding as the upper graph.




Another aspect worth mentioning is the low sensitivity that the HAC algorithm has with respect to input with lower resolutions, for instance measurements. This is here analyzed by taking the output of the ray-tracer and binning delay and angular domains according to Table 1.

	
	Delay bin
	Azimuth bin
	Elevation bin

	Case 0
	0 ns
	0 deg
	0 deg

	Case 1
	2 ns
	5 deg
	5 deg

	Case 2
	10 ns
	10 deg
	10 deg

	Case 3
	20 ns
	20 deg
	20 deg


[bookmark: _Ref445831952]Table 1 – Binning cases
 
Figure 4 contains the corresponding cumulative distribution functions (CDF) of the delay and angular (azimuth and elevation) spreads for the considered scenario for different binning cases. It can be observed that the impact of binning is low for cases 0-2. For case 3, the binning resolution is comparable to the spreads estimated, hence the impact is larger.
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[bookmark: _Ref445831968]Figure 4 – CDF of the delay and angular spreads for different binning cases

Conclusions
[bookmark: _Ref124589665][bookmark: _Ref71620620][bookmark: _Ref124671424]This contribution illustrates the merits of the HAC algorithm:
· It jointly processes delay, angle and space information for clustering MPCs.
· It is able to find compact, yet not necessarily convex, clusters in delay-angular domain and it does so without excluding the presence of outliers.
· Low sensitivity with respect to the resolution of the input data, thus ensuring consistent results across measurements taken in the same environment but with different resolutions.
· It produces spatially consistent clusters.
· It allows to cluster MPCs disregarding on whether these are fully specified both in angle and delay domain.
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