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1 Introduction

In RAN#67, the study item on latency reduction was approved [1] with the objective as
· Study enhancements to the E-UTRAN radio system in order to: 

· Significantly reduce the packet data latency over the LTE Uu air interface for an active UE

· Significantly reduce the packet data transport round trip latency for UEs that have been inactive for a longer period (in connected state).  


RAN2 has discussed L2 aspects in order to reduce the latency with evaluation results [2]. These evaluation results provide essential insight that latency reduction gain from shortened TTI heavily depends heavily on the evaluated scenarios, e.g. shortened TTI may bring little or even negative latency reduction gain when in the scenarios of a large file size and low Uu throughput.

. To guarantee positive latency reduction gain, we suggest initiating the study of dynamic TTI methods, which aim to adaptively configure TTI according to the applied scenario and accordingly adopt smart TTI selection.

In this contribution, we provide the motivation and rationale to have dynamic TTI schemes, along with evaluation results for fixed TTI schemes (using a fixed TTI, i.e., legacy TTI or shortened TTI) and the proposed dynamic TTI methods.
2 Discussion
2.1 L1/L2 control overhead for shortened TTI 
Latency Reduction (LATRED) techniques has been agreed as a SI (RP-150465) in Release-14. To further reduce file transfer latency, the concept of shortened TTI is introduced to enhance the initial throughput of a TCP connection. The reason why shortened TTI can improve TCP throughput is that shortened TTI can reduce HARQ RTT and thus a shortened TCP round trip delay, causing a high cwnd growing speed and as a result a higher TCP throughput in the beginning of a TCP connection, e.g., in TCP slow start state.


Although shortened TTI has potential to reduce HARQ RTT, it has the cost of larger L1 overhead (i.e., for (s)PDCCH and new RS design) and L2 overhead (i.e., more overhead for packet segmentation and more number of  HARQ processes, as suggested in [3]). As a result, the delay reduction gain depends heavily on the considered scenarios and the assumption of L1/L2 overhead because a larger control overhead extends the latency to transmit file and thus reduces the desired delay reduction gain. Currently, according to [2] we have understood that shortened TTI brings about more delay gain when given suitable scenarios, e.g., high Uu throughput and smaller file size to be transfer, but it is still unclear which settings of L1/L2 overhead is reasonable for system-level latency reduction for shortened TTI because of unspecified sPDCCH design. 
To have a correct evaluation on latency reduction gain of shortened TTI, we suggest RAN 1 to specify sPDCCH design and then accordingly investigate L1/L2 control overhead.
Proposal 1: RAN 1 decides sPDCCH design, and evaluates reasonable L1/L2 control overhead, so that latency reduction gain of shortened TTI for different scenarios can be correctly evaluated. 

2.2 Dynamic TTI Tuning 
With the observation in [2] and previous system level evaluation for shortened TTI in RAN 1 #84, we can see legacy TTI and shortened TTI have their own suitable scenarios. In particularly, it seems possible to take both the advantages of both shortened TTI and legacy TTI by eNB’s configuring per-UE TTI according to the considered scenario. For example, when UE’s TCP connection is in slow start (SS) state, cwnd grows exponentially with time, so in this case using shortened TTI can boost cwnd growth and efficiently increase TCP throughput; in contrast, after the TCP congestion switches to congestion avoidance (CA) state, cwnd grows linearly with time, so using shortened TTI has limited gain in increasing cwnd, as observed in [4]. Thus, in CA state it is suitable to select long or legacy TTI to reduce overhead for higher resource utilization. 
A smart TTI selection method may help further improve the latency reduction gain because it can select the best choice from legacy TTI and available TTI. At least, it has potential to avoid negative delay reduction from adopting shortened TTI in unsuitable scenarios.

Observation 1: Smart TTI selection methods might be useful to further improve latency gain, at least avoid negative latency gain from unsuitably applying shortened TTI. 
To configure TTI dynamically or adaptively, we need the detailed frame structure of shortened TTI so that the modelling and evaluation of dynamic TTI selection would be more correct.
Proposal 2: RAN 1 define frame structure that facilitates shortened/legacy TTI, and specify the detailed switching mechanisms between shortened/legacy TTI.
3 Evaluation assumptions 
Mechanism for Dynamic TTI selection: in this contribution to justify the potential advantage of dynamic TTI, we evaluate the dynamic TTI scheme whose DL TTI is decided by the TCP state. To be specific, we assume that there exists a method that enables the UE to instantly report the current TCP state, i.e. SS or others, of current TCP connections.  When receiving the TCP state report, TCP examines the states of TCP connections running on the UE. If there is at least one TCP connection is in CA state, eNB schedules the UE with legacy TTI; otherwise, UE always applies shortened TTI. For ease of analysis, we assume no latency in TCP state report and switch between legacy TTI and shortened TTI. 

Available DL TTI and corresponding L1/L2 overhead: We consider 14, 7, and 3/4 symbol TTI as available DL TTI. 14 symbol TTI is the legacy TTI, and the others are shortened TTI. 3/4 symbol TTI is the repeated TTI pattern that 4 symbol TTI is followed by a 3 symbol TTI, i.e. on average the TTI is 3.5 symbol or 0.25 ms. As for the control overhead, we follow the assumption in [5], i.e.,

· For 14 symbol TTI, total L1/L2 overhead is 15%

· for 7 symbol TTI, total L1/L2 overhead is 17%

· For 3/4 symbol TTI, total L1/L2 overhead is 19%.
UL TTI for HARQ ACK/NACK transmission: To reduce latency for uplink TCP ACK transmission, we assume that in dynamic TTI scheme and shortened TTI scheme, shortened TTI enabled UE applies the minimal available TTI for UL transmission, i.e. 3/4 symbol TTI. 
· Legacy TTI scheme : DL TTI = UL TTI = 14 symbol TTI

· Shortened TTI scheme: DL TTI = UL TTI = 3/4 symbol TTI

· Dynamic TTI scheme: DL TTI = dynamic tuning, UL TTI = 3/4 symbol TTI

Fast UL access: We assume that fast UL access method has been adopted and it takes only 4 TTI for UL access.

Scheduler: We further assume that eNodeB configure TTI for each UE, and TTI is configured through dynamic scheduling, e.g. configure TTI dynamically through (s)PDCCH as designed in [6]. For simplicity, we assume that when doing scheduling, the eNodeB first applies PF scheduler to allocate PRBs in 1 TTI to UEs.  Then eNodeB examines the UE status, decide whether to extend TTI by one of the proposed dynamic TTI schemes mentioned in section 3, and then update the quantity of allocated resources for the PF scheduler. For example, the eNodeB first allocates 20 and 30 DL PRB (fit in with the length of 0.25ms) to UE 1 and UE 2 respectively, and then decides to extend UE 1’s TTI to 1ms, and UE 2’s TTI to 0.5ms. As a result, UE 1 gets 20 PRB x 1 ms resources, and UE 2 gets 30 PRB x 0.5ms. Although the scheduling method is not optimal, we think in this stage using it to justify the concept of dynamic TTI is acceptable.


TCP and FTP setting:
As discussed in [2], we focus on TCP applications in this evaluation. The evaluation model for core network (CN) delay, HARQ RTT, SR/grant and TCP ACK delay follows that in [7]. We assume that it takes 3 milliseconds for the UE higher layer to prepare TCP acknowledgement after successfully receiving a TCP packet, i.e. ACK generation time. In order to simplify the TCP model, we assume that TCP ACK is always correctly transmitted to the App server without error.  TCP and FTP traffic model is shown in Table 1.
Table 1: TCP and FTP model

	Parameter
	Assumption

	Initial window size
	1460 Bytes

	MSS
	1460 Bytes


	TCP/IP overhead
	40 Bytes

	ssthresh
	65535 Bytes

	FTP traffic model
	Model 3 (described in [8])

	File size / 

arrival rate λ
	12.5 KB (100kbits), 100 KB, 500 KB, 1MB

Arrival rate λ is determined by RU (20, 40, 60%)



The other evaluation parameters are provided in Annex. A. 
Performance metrics: 
We define two performance metrics, i.e., throughput gain and delay gain, as below.
1. Delay gain : given the same file size to be delivered, the ratio of reduced file transfer latency to the file transfer latency of baseline scheme, i.e., 
· Delay gain = 1 – delay(proposed scheme)/ delay(baseline scheme)
2. Throughput gain: given the same file transmission time, the percentage of increased number of transmitted bits over the transmitted bits of the baseline scheme, i.e., 
· throughput gain = #bits(proposed scheme)/ #bits (baseline scheme) – 1

Notice that there is a positive correlation between delay gain and throughput gain, e.g. assuming that a proposed scheme needs transmission t ms to transmit M-byte file, then if the proposed scheme has a lager delay gain in transmitting a M-byte file, it then has a larger throughput gain when given t-ms file transmission time.
4 Evaluation Results 
4.1 Scenario considering a single UE Downloading a Single File
Here to illustrate the difference between dynamic TTI schemes and fixed TTI schemes, we consider a simplified scenario for ease of understanding and capturing the concept. We consider a single UE downloading a file with TCP, and the dedicated bandwidth is 10 PRBs, i.e. low Uu throughput scenario.
4.1.1 Illustration and Modelling
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Figure 1: Illustration to the differences among legacy TTI, shortened TTI, and dynamic TTI schemes
Figure 1 illustrates the differences among legacy TTI, shortened TTI, and dynamic TTI schemes. We can see the legacy TTI scheme has a slower initial TCP throughput, which is limited by the lower cwnd growing speed due to a larger TCP round trip delay. In contrast, shortened TTI scheme has a higher initial TCP throughput, but its saturated throughput is lower than that of legacy TTI because of lower resource utilization due to more control overhead. As for dynamic TTI schemes, we can see they have both a higher initial TCP throughput and a larger TCP saturation throughput due to smart TTI switch, i.e. switch to legacy TTI when informed of TCP’s entering CA state. 
In Figure 1, each curve represents the throughput of that TTI scheme, and the area enclosed by the throughput curve and the horizontal time axis is the number of total transmitted bits during the evaluation. Let the transmission-bit areas of the three schemes be expressed as set 
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respectively. We can then decompose the area of set 
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 into 4 partitions.
· Partition 1: the overlapped area between  legacy and the shortened TTI scheme, i.e., 
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· Partition 2: 
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· Partition 3: 
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· Partition 4: 
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TCP transmission bits of the three schemes can then be expressed as 
· legacy TTI scheme: partition 1 +  partition 2

· Shortened TTI scheme: partition 1 +  partition 3

· Dynamic TTI scheme: partition 1 +  partition 2+ partition 3 +  partition 4
So the throughput gain is given by

· Throughput gain of shorten TTI over legacy TTI: 

· 
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· Throughput gain of dynamic TTI over legacy TTI: 
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· Throughput gain of dynamic TTI over shortened TTI: 
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4.1.2 Positive throughput gain from dynamic TTI scheme

From Eq.(2) and (3), given a fixed file transmission time through TCP, the dynamic TTI scheme theoretically can have better throughput than either legacy TTI scheme or shortened TTI scheme.
Observation 1: Dynamic TTI scheme has positive TCP throughput gain over either shortened TTI or legacy TTI scheme.

4.1.3 Control Overhead of Shortened TTI

In addition, from Figure 1 we can observe that if shortened TTI is designed with larger control, lower resource utilization would be achieved, and thus cause a larger difference of achievable maximal throughput between legacy TTI and shortened TTI. As a result, throughput in partition 2 and partition 4 increase, and we have a increased delay gain in Eq.(1) but less delay gain in Eq.(3). The system meaning is that given a less efficient shortened TTI design, shortened TTI will bring less delay gain over legacy TTI, and in this case dynamic TTI can have a larger room to enhance latency performance.
Observation 2: Whether dynamic TTI scheme provides significant latency reduction gain over shortened TTI scheme depends heavily on the design of shortened TTI. If shortened TTI is not designed efficiently, e.g., involved with a larger proportion of control overhead compared to legacy TTI, dynamic TTI schemes have a larger room to enhance latency performance.  

Proposal 1: RAN 1 carefully investigates the reasonable L1/L2 control overhead ratio, so that the performance improvement of dynamic TTI schemes under different scenarios can be correctly evaluated. 
4.1.4 File Transmission Time

Further, Figure 1 also suggests the resulting throughput gain for different file transmission time. If the file transmission time is long, e.g., in low Uu throughput scenario or with a large file size, partition 1 and partition 2 would be much larger than partition 3 and partition 4. As the file transmission time increases, w have 
·  From Eq.(1), throughput gain of shortened TTI over legacy TTI would be negative since partition 2 > partition 3
·  From Eq.(2), throughput gain of dynamic TTI over legacy TTI would decrease and finally converge to 0 because in most time dynamic TTI scheme uses legacy TTI, in particular when the maximal achievable air-interface throughput is reached.

·  From Eq.(3), throughput gain of dynamic TTI over short TTI would increase and finally converge to 
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, e.g., the throughput gain is dominated by the resource utilization because in most time the file is transmitted with the maximum achievable air-interface throughput
Observation 3: Given a scenario of longer file transmission time, e.g., low Uu throughput scenario or a larger file size, dynamic TTI schemes provide more throughput gain over shortened TTI scheme, but less throughput gain over legacy TTI scheme. 


From above discussion, we know that shortened TTI may have negative throughput gain or delay gain when applied in unsuitable scenarios, e.g. long file transmission time due to low Uu throughput, high overhead ratio (e.g., select a too small TTI), or a large file size. Thus, we suggest RAN 1 to evaluate the feasibility of dynamic TTI schemes so as to guarantee positive latency reduction gain for shortened-TTI enabled UE.
Proposal 2. RAN 1 evaluates the feasibility of dynamic TTI schemes so as to guarantee positive latency reduction gain for shortened-TTI enabled UE.
4.1.5 File Transfer Delay for different file size


Notice that since we have assumed the adoption of UL access method (i.e. 4TTI), the delay gain of shortened TTI over legacy TTI is relatively small. If we do not apply fast UL access method, e.g. UL access as 13 TTI, the delay gain of shortened TTI over legacy TTI would be much larger, e.g. 50% for 0.125MByte file.
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Figure 2: File transfer delay and delay gain for different file size and TTI selection schemes with 10MHz bandwidth
Figure 2 shows the file transfer delay along with delay gain, which is consistent with Observation 3.  We can see that when file size is very small, e.g. 100 Kbits, the delay gain of dynamic TTI scheme is the same as that of shortened TTI scheme. This is because when file size is quite small, TCP is in SS state, so dynamic TTI schemes will select shortened TTI throughout file transmission time. As the file size increase, dynamic TTI scheme has better latency performance than shortened/legacy TTI schemes. This is because with smart switch between shortened TTI and legacy TTI, dynamic TTI scheme gets the advantage of both shortened TTI (in fast cwnd growing) and long TTI (in low control overhead). In addition, we observe that as the file size increases, both shortened TTI and dynamic TTI scheme have less delay gain over the legacy TTI, but the difference is that dynamic TTI can guarantee positive delay gain. This is because dynamic TTI always selects the best among available TTI, so its delay gain over either legacy TTI or shortened TTI would always be non-negative.
Observation 4: With file size is small, dynamic TTI scheme has the same delay gain as that of shortened TTI scheme. 

Observation 5: As file size increases, delay gain of shortened TTI scheme and dynamic TTI scheme are reduced.
Observation 6: The delay gain of dynamic TTI over either shortened TTI or legacy TTI is non-negative for different file size.
Moreover, we observe that the delay gain of dynamic TTI over shortened TTI is less than 4%. The reason is that, as mentioned before, the performance of shortened TTI is related to the control overhead of shortened TTI, and delay related parameters such as achievable Uu throughput and file size. If the latency performance of shortened TTI turns out to be well, there is less room for dynamic TTI to outperform it. Since we assume good efficiency of shortened TTI design, dynamic TTI has less room to further enhance latency performance, as already addressed in Observation 2. 
4.2 Scenario Considering Multiple UE Downloading FTP Traffic via TCP


Now we consider the scenario with FTP traffic model. The simulation settings are as listed in Annex A.


 Figure 3 shows the latency performance for packet arrival rate causing 40% RU given 10MHz bandwidth. We can see even if we adopt relatively efficient shortened TTI design (with little overhead increase compared to legacy TTI), dynamic TTI scheme still can provide 5% more delay gain over shortened TTI.
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Figure 3: File transfer delay for different file size and TTI selection schemes with FTP traffic model (40% RU) given 10MHz bandwidth
Figure 4 illustrates the latency performance of the same FTP traffic (file size = 0.5 Mbytes with arrival rate 1 per second) given 10MHz and 20MHz bandwidth. We can see when bandwidth reduces from 10 MHz to 5 MHz, the delay gain of shortened TTI over legacy TTI is significantly reduced, but the delay gain of dynamic TTI over shortened TTI is increased. This result justifies our theoretical inference in Observation 3.
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Figure 4: File transfer delay for FTP traffic model 3 with file size as 0.5 Mbyte and file arrival rate as 1 per sec. The downlink RU for 5MHz and 10MHz scenarios are 71% and 41% respectively.


In addition, Figure 4 suggests that even with efficient shortened TTI design, delay gain of shortened TTI over legacy TTI becomes little if the available bandwidth is small or the system load is heavy. In this kind of scenario dynamic TTI provides significant gain over shortened TTI scheme. This result is again consistent with Observation 3.

From above evaluation results, it seems that dynamic TTI has potential to provide always better latency reduction performance than fixed TTI schemes, especially for low Uu throughput scenario. With such a good property, we suggest RAN 1 to include the evaluation of dynamic TTI configuration to the technical report of RAN 1 LATED, i.e. TR 36.881.
Proposal 3. RAN 1 includes the evaluation of dynamic TTI configuration to the technical report of RAN 1 LATED, i.e. TR 36.881.
5 Conclusions
In this contribution, we first introduced the motivation and advantages of dynamic TTI schemes, which suggest eNodeB’s adjusting per-UE TTI adaptively according to the applied scenario. We then provided system-level evaluation results to compare the latency performance of fixed TTI schemes (i.e., legacy TTI and shortened TTI) and dynamic TTI schemes. Our observations and proposals can be summarized as below.
Proposal 1: RAN 1 decides sPDCCH design, and evaluates reasonable L1/L2 control overhead, so that latency reduction gain of shortened TTI for different scenarios can be correctly evaluated. 

Observation 2: Whether dynamic TTI scheme provides significant latency reduction gain over shortened TTI scheme depends heavily on the design of shortened TTI. If shortened TTI is not so efficient, e.g., involved with a larger proportion of control overhead compared to legacy TTI, dynamic TTI schemes have a larger room to enhance latency performance.  

Observation 3: Given a scenario of longer file transmission time, e.g., low Uu throughput scenario or a larger file size, dynamic TTI schemes provide more throughput gain over shortened TTI scheme, but less throughput gain over legacy TTI scheme. 

Observation 4: With file size is small, dynamic TTI scheme has the same delay gain as that of shortened TTI scheme. 

Observation 5: As file size increases, delay gain of shortened TTI scheme and dynamic TTI scheme are reduced.
Observation 6: The delay gain of dynamic TTI over either shortened TTI or legacy TTI is non-negative for different file size.
Observation 7: As file size increases, dynamic TTI scheme has better delay performance than either the legacy TTI scheme or the shortened TTI scheme. 

Proposal 1: RAN 1 decides sPDCCH design, and evaluates reasonable L1/L2 control overhead, so that latency reduction gain of shortened TTI for different scenarios can be correctly evaluated. 

Proposal 2: RAN 1 evaluates the feasibility of dynamic TTI schemes so as to guarantee positive latency reduction gain for shortened-TTI enabled UE.

Proposal 3. RAN 1 includes the evaluation of dynamic TTI to the technical report of RAN 1 LATED, i.e. TR 36.881.
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6 Annex A: Evaluation assumptions
The evaluations in this contribution are performed by using the following evaluation assumptions aligned with [8]. 

Table 2: Evaluation assumptions

	Parameter
	Assumptions

	System bandwidth
	10 MHz

	Layout
	7 Macro eNBs, 3 sectors per site

	Carrier frequency 
	2 GHz

	Inter-site distance
	500 m

	Total BS TX power (Ptotal per carrier)
	46 dBm

	TTI length
	3/4,7,14  symbols

	Fast UL Access schemes
	4 TTI

	L1+L2 overhead
	14 symbol TTI : 15%
7 symbol TTI: 17%
3/4 symbol TTI : 19%

	TBS determination
	Scalable with TTI length as baseline

	HARQ RTT
	Scalable with TTI length as baseline

	Scheduler
	Proportional fairness

	Distance-dependent path loss
	ITU UMa[referring to Table B.1.2.1-1 in TR36.814], with 3D distance between an eNB and a UE

	Penetration
	For outdoor UEs: 0 dB

	
	For indoor UEs: 20dB+0.5din (din: independent uniform random value between [ 0, min(25,d) ] for each link)

	Shadowing
	ITU UMa according to Table A.1-1 of 36.819 with 3D distance for shadowing correlation distance

	Antenna pattern
	3D, referring to TR36.819

	Antenna Height: 
	25 m

	UE antenna Height
	1.5 m

	Antenna gain + connector loss
	17 dBi 

	Antenna gain of UE
	0 dBi

	Fast fading channel between eNB and UE
	ITU UMa according to Table A.1-1 of 36.819

	Antenna configuration
	2Tx(eNB), 2Rx(UE), Cross-polarized

	Number of UEs 
	10 UEs per macro cell

	UE dropping
	Randomly and uniformly dropped throughout the macro geographical area. 20% UEs are outdoor and 80% UEs are indoor.

	Traffic model
	FTP download model 3

File size [100kbits, 100 kB, 500kB, 1 MB]
RU [20%, 40% 60%]

	CSI report period
	5 TTIs/ms between two consecutive reports

	CSI report delay
	6 TTIs/ms

	TCP models
	TCP Reno model (RFC 2581)
 - SSThresh 65535 Bytes
 - Initial window size 1460 Bytes
 - Max segment size 1460 Bytes

40 Bytes TCP/IP header are added to the initial window size and max segment size

The three way handshake and TCP ACK error are not modeled. 

	UE receiver
	MMSE-IRC

	UE noise figure
	9dB

	UE speed
	3km/h

	Duplex mode
	FDD

	Network synchronization
	Synchronized

	Core, transport and internet network delay
	6ms
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