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1	Introduction
Several channel coding schemes have the potential to fulfil different requirements [1, 2, 3] of 5G New Radio illustrated in [4]. Channel coding requirements for eMBB are, 
1. Good error performance with high throughput
2. High energy efficiency
3. High chip area efficiency
4. Low latency encoding/decoding
Turbo, LDPC and polar codes are the most promising candidates for eMBB usage scenario considering the fact that they are capacity approaching codes. In this contribution, we highlight their important features, theoretical performance, complexity, and some implementation-related aspects. This gives insight about coding candidates and selecting the right candidate for new radio access.   
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Turbo coding is the existing coding scheme in LTE and capable of handling existing broadband scenarios. LTE turbo transmitter and receiver chain including interleaving, rate matching, and HARQ has also well developed over time. In LTE, turbo also supports a wider range of block sizes and their performances in lower code rates are competitive with many other coding candidates. However, turbo coding has limitations when achieving low decoding latencies due to its interleaving/deinterleaving stages and iterative decoding. Considering most of these aspects, one may still draw the conclusion that turbo is the best candidate for new radio access. 
LDPC codes are the most common scheme used outside 3GPP and provide very good performance over a wider range of block sizes. This is also capable of achieving the performance close to the Shannon limit mostly for long block codes. In general, LDPC has superior performance when the code rates are closer to one. The flexibility of the implementation is one other key benefit of LDPC. For example, latency associated with LDPC decoding is low due to parallelizable architecture. Similar to turbo, LDPC codes are mature as they are already used in many other standards.
Polar coding is very promising in terms of theoretical performances. It was introduced with simple decoding scheme, successive-cancelation (SC) decoding, which achieves capacity when the block sizes are very large. However, such block sizes will not be used in practise and the performance is lower for short to moderate block sizes. New algorithms have been proposed to improve the performance of polar codes for short to moderate block sizes by sacrificing its low complex decoding capability. For example, list-32 CRC decoding preforms better compared to available LDPC designs when the block sizes are less than 2K. Additionally, supported block lengths with polar codes are power of two, and performance loss can be expected when using shortening schemes to obtain other block lengths. In Table 1, a summarized overview on turbo, LDPC and polar codes are indicated.


Table 1: Channel coding candidates for eMBB 
	Turbo
	LDPC
	Polar

	3G/HSPA/LTE channel coding scheme
	Considered/used in many other standards
	Relatively new capacity achieving coding technique (2009) 

	Provides similar error performances compared to many other coding candidates
	When coding rate is closer to 1, LDPC performs better than Turbo.

	Low-complexity decoding algorithm SC performs well at large block sizes

	Optimized transmitter/receiver chain to support rate matching and HARQ
	Flexibility of the implementation.  Same code can be implemented considering focusing energy efficiency, high throughput or low latency
	List-CRC decoders perform well at moderate block sizes



2.1	Performance 
In theory, all these coding candidates have comparable error performances and approach capacity when blocklength is large. Near capacity performance for very large block sizes can be achieved by using iterative decoding algorithms for both turbo and LDPC codes, while polar codes can use simple SC decoding algorithm. This yields polar codes to have simple design compared to other two candidates. Still, the performance of SC decoding polar coding is mediocre compared to LDPC and turbo in the finite blocklength region. 

A summarized performance evaluation was presented in [5], where simulation results of aforementioned codes are illustrated as in Figure 1. In particular, the figure shows normalized rates (with respect to the coding rate predicted by finite-blocklength bounds) of various practical channel coding schemes over 102-105 blocklength region. For lower block sizes, list-CRC decoding of polar codes is shown to operate close to the maximum coding rate. However, LDPC performs well over a wider range of block sizes. However, this observation can be different for other code rates, fading channel, the design of the code, and decoding algorithms. 
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Figure 1: Channel coding performance over various blocklength. [5]


We also compared the performance of turbo, LDPC, and polar codes for several modulation and coding schemes over AWGN channel as showed in Figure 2. In particular to LDPC, Wi-Fi 802.11n parity check matrices were used with sum-product decoding algorithm. LTE turbo coding was used with the max-log-MAP decoding algorithm with matching code block sizes to LDPC. Polar coding performances were obtained for 2048 block size with List-32 CRC decoding algorithm. In general, it is evident that all these coding schemes have almost similar error performances.
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Figure 2: Turbo, LDPC, polar BLER performance of various modulation and coding schemes

2.2	Complexity 
Theoretical complexity 
Decoding complexity of a channel code is another evaluation criteria to compare different coding schemes. In general, a reduced decoding complexity is required to satisfy requirements of eMBB usage scenario. Table 2 provides a complexity comparison for turbo, LDPC and polar codes considering commonly used decoder algorithms.

Table 2: Complexity of Turbo, LDPC and Polar codes
	
	Turbo (MAX-LOG-MAP) 
	LDPC (BP) [6]
	Polar (SCL) [7]

	Additions
	Imax*O(16*R*N*2m)
	Imax*O(2*N*dv + M*(2*dc-1))
	 O(L*N*Log2N)

	MAX process
	Imax*O(8*R*N*2m)
	NA
	NA

	Look-up-table operations
	NA
	Imax*O(M*dc)
	NA



Notations : N for code length, R for code rate, M for number of parity bits, m for memory length of component code of turbo code, dv for average variable degree of LDPC parity check matrix (PCM), dc for average check degree of LDPC PCM, L for size of list of polar code, Imax for maximum iteration number. 
Number of multiplication is included within additions by considering log domain processing. In general, complexity of a decoder depends on various parameters and different conclusions can be made based on the construction of the code. 

Example: Consider code length N=1944 for turbo and LDPC, N = 2048 for polar, R=1/2, m=3, Imax = 8 for turbo code, Imax = 15, dv = 3.58 and dc = 7.17 for LDPC code, L = 32 for polar code. Assuming the computation costs of Addition: MAX: Look-Up-Table = 1:1:6, the complexity for codes can be calculated as in Table 3. 


Table 3: Example complexity analysis for turbo, LDPC, and polar 

	
	Turbo (MAX-LOG-MAP) 
	LDPC (BP) 
	Polar (SCL) 

	Additions
	995328
	403282
	720896

	MAX processes
	497664
	NA
	NA

	Look-up-table processes
	NA
	627231
	NA

	Total 
	1492992
	1030514
	720896



Implementation complexity
Theoretical complexity analysis can be used to evaluate a coding scheme to some extent, however, the implementation complexity of these channel coding schemes for the same algorithmic complexity can vary by several orders of magnitude, depending on the selected implementation style. In general, implementation complexity measures in terms of energy and area efficiency. It is understood that the highest energy efficiency is achieved by physically optimized circuits, however, at the expense of limited algorithmic and service parameter flexibility. Vice versa, higher area efficiency can be achieved at the expense of low energy efficiency.

Several implementation efforts of eMBB channel coding candidates are summarized in Table 4. Turbo implementations efforts show inferior performance considering both area and energy efficiencies. LDPC have considerably good implementations due to parallelized architecture and flexibility of code design, and suitable to fulfil new radio access requirements. Polar coding implementations are relatively immature, where implementations efforts are only available for SC and iterative decoding. List-decoding based polar implementations do not have very good results.  As list decoding increases memory size depending on the list size, this may not be a feasible option to provide very high throughputs.

Table 4. Implementation survey on channel coding 
	
	LDPC
	Turbo
	Polar

	
		[8]
	[9]
	[10]
	[11]
	[12]
	[13]
	[14]
	[15]
	[16]

	Technology (nm)
	65 
	65
	65
	65
	45
	65
	90
	65
	40

	Code length/ standard
	2048
	2048
	2048
	672
	LTE
	LTE-A
	1024
	1024
	1024

	Code rate
	0.84
	0.84
	0.84
	0.5
	0.75
	-
	0.5
	0.5
	0.5

	Clock(MHz)
	195
	700
	100
	185
	40
	400
	1000
	410
	2.79
	300
	50
	248

	Chip area (mm2)
	4.55
	5.35
	5.10
	0.57
	11.1
	2.46
	3.21
	1.48
	NA

	Area-efficiency (Gbps/mm2) 
	19.1
	8.9
	1.2
	16.8
	3.6
	16.1
	0.34
	0.41
	0.89
	3.17
	0.52
	Throughput
254.1 Gbps

	Energy-efficiency (pJ/bit)
	15
	58.7
	21.5
	13.6
	3.9
	29.4
	2105
	1870
	11.45
	102.1
	23.8
	-

	Maximum latency (ns)
	56.4
	137
	960
	81
	375
	-
	-
	-
	358
	-
	-
	1470



3	Conclusion
In this contribution, we discussed important features, theoretical performance, complexity, and implementation details related to turbo, LDPC, and polar codes. In general, all these candidates have a similar performance and complexity. Accounting implementation related aspects is more important than theoretical performance and complexity when deciding suitable code for eMBB. According to our observations, LDPC has the implementation flexibility and good theoretical performance over wider block range. 
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