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Introduction
During RAN1#84bis, the following was agreed
Agreements:
· Sensing with semi-persistent transmission is supported
· UE transmits PSSCH (when data is available) on a selected set of periodically occurring resources until a resource reselection occurs
· Other details are FFS
· Sets of resources among which a UE selects can be restricted based on the geo information of the UE
· Send LS to RAN2 asking them to enable mapping a set of locations to a set of resources
In addition, the following was captured:
Observations:
· The following issues can be considered for resource allocation for V2V mode 2. It does not mean that each issue requires a solution.
· Issue 1: SA resource selection
· Sensing is used if SA and the associated data are transmitted in the same subframe
· FFS between random and sensing if not
· Issue 2: How can a UE obtain information for identification of the resources that will be occupied and/or collided by the other UEs? 
· Based on energy sensing, SA decoding, data decoding, assistance from eNB, or a combination. 
· Issue 3: What does the UE do with this information?
· Based on energy sensing: 
· Option 1: Resources with relatively low energy can be selected. Resources with relatively high energy are not selected.
· Option 2: To select resources that lead to FDM with resources on which high energy is observed.
· Based on SA decoding: UE avoids resources indicated by the decoded SA.
· Issue 4: Reselection
· Reselection may be triggered if UE recognizes a problem in its resource selection. FFS the definition of this problem (e.g., resource collision).
· Reselection may be triggered periodically, randomly, or in a combination of the two.
· Reselection may be triggered by eNB instruction or geo-information.
· Reselection may be triggered if traffic characteristics is changed.
· Issue 5: Signaling to aid sensing
· E.g., reservation
· Issue 6: Priority
· Issue 7: Coexistence of mode 1 and 2
· Issue 8: How to determine the amount of resources to use
In this paper we discuss the principles of an algorithm for distributed resource allocation. The paper focuses mostly on Issues 1-4. Other related aspects are covered in our contribution [1]. In our paper [2], we evaluate the performance of the distributed resource allocation algorithm.
[bookmark: _Ref442369049]Discussion on Distributed Resource Allocation 
Efficient resource allocation is essential for achieving good system performance. This is particularly relevant for highly-loaded scenarios. We expect that the highest density of users will be found in roads/streets in areas with cellular coverage. Thus, we believe that centralized resource allocation will be instrumental in achieving good performance in these scenarios. However, it is also reasonable to expect that road-traffic congestion may occassionaly take place in areas with limited or no network coverage. In these areas, resource allocation will have to be performed in a distributed or semi-distributed fashion. That is, UEs will have to decide (semi)autonomously which radio resources to use. It is important to emphasize that in distributed resource allocation, unilateral decisions by UEs can have a large impact on system performance. To avoid that a small number of UEs consistently taking bad resource allocation decision, we believe that the algorithm(s) used for distributed resource allocation need to be specified to a large extent. 
Observations:
· Efficient distributed resource allocation is necessary to achieve good system performance in many scenarios of interest.
· Under high loads, distributed resource allocation only works well if all the UEs follow a well-defined protocol.
Proposal:
· The algorithm used for distributed resource allocation is specified in sufficient detail to ensure good system performance in all scenarios and under all UE loads.
For V2V communications over PC5, the resource allocation algorithm has to deal with three types of effects: interference between UEs due to the utilization of the same resources, including collisions; interference due to in-band emissions (IBE) by other UEs transmitting in neighboring bands; packet misses due to half duplex constraints. We emphasize that degradation due to IBE is particularly harmful since it reduces the frequency-multiplexing capabilities and hence the system capacity. The distributed resource allocation algorithm should take this into account. 
Example 1: 
We illustrate the performance bottlenecks of a typical medium or high density scenario with an example (see Figure 1). 
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[bookmark: _Ref442440601]Figure 1. UEs and their communication ranges. For simplicity, other UEs that may be present in the scenario are not included in this figure.
In this example UE1-UE5 are all in range of each other. UE1-UE3 are close to each other and far away from UE5. UE4 is half way between UE1-UE3 and UE5. We observe the following regarding some possible resource allocation outcomes:
· Outcome 1: UE1 and UE4 are coscheduled for transmission in the same subframe, using different bands. Then, the message transmitted by UE1 is not received by UE5 because the IBE resulting from the transmission by UE4 masks the signal transmitted by UE1. Similarly, UE2 and UE3 do not receive the signal from UE4 due to IBE from UE1.
· Outcome 2: UE4 and UE5 are coscheduled for transmission in the same subframe, using different bands. Then, the message transmitted by UE5 is not received by UE1-UE3 because the IBE resulting from the transmission by UE4 masks the signal transmitted by UE5.
· Outcome 3: UE1 and UE2 are coscheduled for transmission in the same subframe, using different bands. Both transmissions are received correctly by UE3-UE5 because the transmissions create compatible IBE to each other, i.e., the IBE from one transmission is received (by UE3-UE5) well below the signal level of the other transmission.
These three outcomes illustrate the near-far problems due to IBE. This example shows that the best way to increase the efficiency of resource utilization is to make sure that nearby transmitters are coscheduled for transmission in the same time resources.
In addition to the considerations on IBE we note that in all three outcomes, simultaneous transmitters are affected by half-duplex issues. From a single-transmission point of view, half-duplex packet misses are unavoidable for high levels of resource utilization. However, they are simple to solve by ensuring that successive transmissions are coscheduled with different sets of users.
 Observations:
· Degradation due to IBE is especially harmful since it visibly degrades system performance.
· The resource allocation algorithm is designed to reduce the impact of the interference from other transmissions, half-duplex issues, and in particular IBE.
· The best way to improve the efficiency of resource utilization is to have nearby UEs transmit in the same time resources
· Repetitions may be used to resolve half-duplex issues.
For the sake of clarity, we define the following terminology:
· Resource selection. It is a process in which a UE selects radio resources for transmission of a packet.
· Resource reselection. It is a process in which a UE that has already selected some radio resources decides to drop this choice and select new resources. That is, a UE discards its old allocation and performs a new resource selection. Resource reselection is always triggered by some condition.
[bookmark: _Ref442269381] Sensing
To ensure efficient utilization of the radio resources with distributed allocation, we believe that it is necessary that UEs sense ongoing transmissions by other UEs. We distinguish two types of sensing:
· Sensing based on received power. A UE measures the received energy on specific radio resources:
· For example, based on these measurements, the UE decides whether the radio resources are considered to be in use by some other UE (i.e., ‘busy’) or not (i.e., ‘idle’). 
· For example, the UE may use the measurements to estimate whether the transmitter is far away (e.g., if the signal is weak) or near by (e.g., if the signal is strong).
· Sensing based on packet contents. A UE receives a packet and decodes it. Based on the information extracted from the packet, the UE may obtain some knowledge about the utilization of radio resources: 
· For example, by reading an SA packet a UE may know in which radio resources to expect data transmissions.
· For example, by reading a data packet a UE may know the position of the transmitter, the ID of transmitter, the type of transmitter, etc.
Both types of sensing are useful for distributed resource allocation. For example, power-based sensing can be used by a UE for finding idle resources in which to schedule its transmissions; packet contents-based sensing can be used for the same purpose or for finding distant UEs (e.g., for resource reutilization).
Proposals:
· Sensing of SA/data resources is used for distributed resource allocation.
· Sensing can be based on received energy and on packet contents (SA and data packets).
· Study use of higher-layer information (e.g., position of UEs, etc.) for resource allocation.
[bookmark: _Ref442269394]Data transmissions
[bookmark: _Ref442290761]Resource Selection
From a transmitter point of view, we define two groups of resources:
G1. Resources that lead to FDM co-scheduling with other nearby UEs. Transmission on these resources is good from an IBE point of view, since for most receivers the IBE created by nearby co-scheduled transmitters will most likely be below the level of the useful signals. Transmission on these resources is necessary to fully utilize the radio resources without creating IBE problems to the receivers.
G2. Resources that are not used by any other UE within a certain range. Transmission on these resources is necessary to ensure that other resources are used when it is not possible to have coscheduled transmissions (e.g., because there are no such resources available or because the UE is not sufficiently close to other UEs). 
In order ensure that all frequency resources are used and the IBE generated by different users do not hamper each other’s transmissions, we believe that UEs should prioritize transmitting on resources that simultaneously belong to groups G1 and G2. That is, UEs should prioritize using resources that are not used by any other UE within a certain range (e.g., the target communication range) and at the same time lead to co-scheduling with nearby UEs. In general, the relative priorities of the resources in both groups may be set depending on the scenario. For example:
· For highly loaded scenarios, UEs that detect sufficiently many resources that simultaneously belong to groups G1 and G2 may choose among such resources. UEs that do not detect enough such resources may choose among resources that belong to group G2.
· For lightly loaded scenarios, UEs may choose to transmit on resources that belong to group G2.
Most distributed resource allocation algorithms would prioritize transmission on resources that belong to group G2, without further considering G1. However, as we illustrated in Example 1 in Section 2, this leads to packed decoding errors due to IBE. Ultimately, this approach reduces the system capacity. 
Proposals:
· For transmission of data packets, UEs jointly prioritize the use of the following types of resources:
· G1. Resources that lead to FDM co-scheduling with other nearby UEs. 
· Sensing is used to detect candidate resources (e.g., UEs read SAs from other UEs and also use energy sensing).
· FFS: details of the selection algorithm and related measurements.
· G2. Resources that are not used by any other UE within a certain range. 
· Sensing is used to detect busy/idle resources (e.g., reading SAs from other UEs).
· FFS: details of the selection algorithm and related measurements.
· FFS: how to combine the resource selection goals.
[bookmark: _Ref442269405]Conditions for Resource Reselection
As we described before, we believe that semi-static allocations are essential for distributed resource allocation. However, in some circumstances the UEs will have to reselect resources. For example, UEs should reselect resources whenever they detect a collision with other UEs that are using semi-static allocations. Collisions can be detected by reading the SAs transmitted from other UEs as we illustrate this in Figure 3 This point also motivates that SAs should schedule not only the data transmissions in the same but also other (re)transmissions of the same data packet (or, at least, for future (re)transmissions).
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[bookmark: _Ref442370761]Figure 3. Illustration of using SA for detecting collisions. UE1-3 perform 2 transmissions corresponding to a single TB. The two transmissions of the TB by UE1 (in red) collide with transmissions by UE2 (in blue) and UE3 (in yellow). Although UE1 cannot hear the collisions themselves, it is able to detect them by reading the other SAs transmitted by UE2 and UE3.
To avoid ping-pong effects, i.e., continuous reselection due to continuous collision, it is necessary that resource reselection is only triggered when the colliding UEs are within a certain range. That is, SAs from UEs that are far away (e.g. beyond two times the communication range) should not trigger resource reselection. For similar reasons, we prefer to avoid reselection triggered by third nodes. For example, in highly loaded scenarios it is very likely that collisions will be detected for most transmissions (e.g., by distant UEs). This will lead not only to ping-pong effects but also to flooding of the transmission resources by reselection messages.
Moreover, we believe that all UEs should go through periodic resource reselection (albeit with a relatively long period) to avoid convergence of the distributed resource alocation to a bad solution (e.g., with undetectable collisions, half duplex, etc.). To ensure that the stability of the resource allocation is not compromised, we believe that it is important that the reselection period is UE-specific. 
Finally, we believe that the performance of the distributed resource allocation algorithm can be improved if the UEs notify about their intention to reselect resources, whenever possible. In our paper [1], we describe a simple way of conveying this information by not booking the same resources for future transmissions.
Proposals:
· UEs avoid unnecessary reselection of the resources for data transmissions.
· Each UE periodically reselects resources for data transmission.
· UEs perform periodic reselection of resources for data transmission independently from each other and in an unsynchronized manner.
· FFS: Periodicity of reselection
· Each UE detects possible collisions of its data transmissions with data transmissions by other UEs by reading their SAs. If collision is detected (details FFS), then the UE triggers resource reselection.
· UEs signal to other UEs reselection of data resources whenever possible (details FFS).
[bookmark: _Ref442292557]SA transmissions
In RAN1#84bis, it was agreed to consider two options for scheduling. In our paper [1], we argue in favor of adopting Option 1, which consists of transmitting SA and data packets in the same subframe. Although this choice reduces somewhat the possibility of detecting systematic half-dupelx issues and collisions, it has some advantages in terms of reduced IBE and minimized exposure to half-duplex (since a UE transmits during less subframes). As we show in [2], the performance of Option 1 is slightly better than that of Option 2.
Therefore, the selection and reselection of resources for transmission of SA packets is tightly coupled to the selection of resources for transmission of data packets. In our opinion, one important aspect is to couple the selection of frequency resources within a subframe/TTI for data and SA transmissions. The intention is to minimize partial collisions between users in which the SA transmissions of two users collide but not their data transmissions or vice versa. That is, either both SA and data (within a TTI) collide or neither does. In this way, we can reduce the impact of collisions. We illustrate this point in Figure 4
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[bookmark: _Ref447135790]Figure 4. Left: illustration of an allocation with coupled SA and data frequency resources. Right: illustration of an independent allocation of SA and data resources leading to a collision of the SA transmissions.
Proposal:
· The selection of frequency resources within a TTI for transmission of data and SA packets is coupled.
Conclusions 
Observations:
· Efficient distributed resource allocation is necessary to achieve good system performance in many scenarios of interest.
· Under high loads, distributed resource allocation only works well if all the UEs follow a well-defined protocol.
Proposal:
· The algorithm used for distributed resource allocation is specified in sufficient detail to ensure good system performance in all scenarios and under all UE loads.
Observations:
· Degradation due to IBE is especially harmful since it visibly degrades system performance.
· The resource allocation algorithm is designed to reduce the impact of the interference from other transmissions, half-duplex issues, and in particular IBE.
· The best way to improve the efficiency of resource utilization is to have nearby UEs transmit in the same time resources
· Repetitions may be used to resolve half-duplex issues.
Proposals:
· Sensing of SA/data resources is used for distributed resource allocation.
· Sensing can be based on received energy and on packet contents (SA and data packets).
· Study use of higher-layer information (e.g., position of UEs, etc.) for resource allocation.
Proposals:
· For transmission of data packets, UEs jointly prioritize the use of the following types of resources:
· G1. Resources that lead to FDM co-scheduling with other nearby UEs. 
· Sensing is used to detect candidate resources (e.g., UEs read SAs from other UEs and also use energy sensing).
· FFS: details of the selection algorithm and related measurements.
· G2. Resources that are not used by any other UE within a certain range. 
· Sensing is used to detect busy/idle resources (e.g., reading SAs from other UEs).
· FFS: details of the selection algorithm and related measurements.
· FFS: how to combine the resource selection goals.
Proposals:
· UEs avoid unnecessary reselection of the resources for data transmissions.
· Each UE periodically reselects resources for data transmission.
· UEs perform periodic reselection of resources for data transmission independently from each other and in an unsynchronized manner.
· FFS: Periodicity of reselection
· Each UE detects possible collisions of its data transmissions with data transmissions by other UEs by reading their SAs. If collision is detected (details FFS), then the UE triggers resource reselection.
· UEs signal to other UEs reselection of data resources whenever possible (details FFS).
Proposal:
· The selection of frequency resources within a TTI for transmission of data and SA packets is coupled.
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