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1	Introduction
At the RAN #70 meeting, a WI on the “New Work Item on enhanced LAA for LTE” [1] was approved with the following objective for RAN1:
· UL carrier aggregation for LAA SCell(s) (with one or more UL carriers in unlicensed band) using Frame Structure type 3 [RAN1, RAN2, RAN4]
It was discussed in RAN1 email list that compared with WiFi UL, LAA UL is heavily disadvantaged due to the limited number of positions where transmissions can start and due to the lack of an autonomous mode. 
In this contribution, we analysed the drawbacks from both latency and throughput further and discussed carrier allocation for LAA UL. 
2	Discussion
2.1 Latency 
Different from the licensed carriers, the availability of unlicensed carriers is not guaranteed which means for a set of scheduled resources, it could happen that for some moments, few resources are available due to failure LBT and for other moments, most resources are available due to successful LBT. When the number of available resources together with resources from licensed carriers is not enough for the UE to transmit all the packets buffered, additional delay will be introduced and this delay may accumulate randomly to an extremely large value. When the Layer 2 buffer size is not big enough, induced latency will cause packet loss and the TCP transmission window will in return reduce the throughput. 
For licensed carriers, the scheduled resources are 100% available so the latency is under the full control of eNB. 
For unlicensed carriers, the availability of the scheduled resources is determined by the local radio environment at that specific moment so the latency is no longer under the full control of eNB. As discussed in [2], methods to increase the UL transmission opportunities should be considered. When more resources can be found available, the probability to accumulate a large latency can be reduced accordingly. Obviously, a number of additional unlicensed resources can be scheduled and this number is tightly related to the probabilities that the monitored carriers are found available. 
Proposal 1: for an UL request, a number of unlicensed resources can be allocated according to the estimated availabilities of monitored carriers to improve the latency performance. 
2.2 Throughput 
As discussed above, the latency can be reduced by allocating more unlicensed resources to the UE. Then the issue of efficiency becomes relevant when the data packets in buffer are not enough for the UE to use all the available resources. When it happens, part of the resources will be wasted without being used while there might be other UEs waiting in the queue to be scheduled. The efficiency decreases when the number of scheduled unlicensed resources for one UE increases. 
A possible method could be to let multiple UEs to access the same resources based on a priority scheme so when one resource is not needed by one UE, it can still be used by other UEs. Obviously, with more UEs to share the same resources, the probability for a resource to be used by any UE will be improved. In that case, collision may happen when two or more UEs try to access the same resource and a priority scheme is required to let different UEs to access the same resource in order. One method was briefly discussed in [3] that a group of UEs can be allocated to share the same UL resources but with different CCA timing instant. The order for a UE to access the same resources can be controlled by implementing CCA(s) in different time slots and the serving eNB can control the priority for a UE to access a carrier by indicating a different CCA slot. 
Proposal 2: more than one UE can be allocated to share the same resources and a mechanism is required for the eNB to control the priorities for UEs to access the same resources.
After one UE accesses the resource, it should be able to block other UEs to access the same resource by sending an initial signal which will fail other UEs’ CCAs and other UEs may need to implement a more complicated CCA detection. This can be considered together with a different topic to support multiple UEs multiplexing in the UL direction and similar proposal can be found in [4]. From the above discussion, it is not difficult to know that UEs with a higher priority need to start their CCA earlier than other UEs with a lower priority. This CCA slots arrangement can be considered together with the UL LBT scheme design.
Proposal 3: CCA(s) in different time slots followed by an initial signal can be considered to control the access of different UEs to the shared resources. The detailed designs are related to other two topics, i.e., multiple UEs multiplexing and UL LBT scheme. 
3	Simulation
From the above discussion, it can be understood that the number of allocated resources is a tradeoff between latency and efficiency, from latency point of view, it is better to have more resources and from efficiency point of view, it is better to have an exact amount of resources. 
The minimum number of allocated resources is tightly related to the average load of a carrier, for instance, when the carrier is highly loaded which means CCA will fail most of the time, much more resources need to be allocated and when the carrier is lightly loaded, less resources can be allocated. If the number of allocated resources is less than this minimum number, the connection cannot work properly and the buffer will end up being overflowed. 
On the other side, the number of allocated carriers (licensed + unlicensed) should never exceed the maximum number of carriers that a UE can support. In this simulation, it is assumed all RBs of a carrier are used by one single UE for any transmission opportunity and all UEs have an infinite buffer size. 
3.1 Simulation Assumption
3.1.1 Latency Simulation	
A simple model is used to evaluate the potential gain both in latency and efficiency. Note that efficiency is evaluated by throughput which will be further detailed below. 
Assuming an eNB can support up to 6 LAA carriers which are allocated to 3 UEs. The carriers are allocated in 3 ways:
Dedicated Allocation: 	two carriers are allocated to each UE and no carrier is shared between any two UEs (see (a)). 
Shared Allocation: 	each carrier is shared by two UEs, and the front UE has a higher priority than the rear UE which means the rear UE can only access the carrier when it is not needed by the front UE (see Figure 1(c)). Note that for both UEs, LBT is always required as usual. 
Mixed Allocation:	three carriers are allocated to three UEs with dedicated allocation and other three carriers care allocated to the same three UEs with shared allocation (see Figure 1(b)).
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(a) Dedicated
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(b) Mixed
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(c) Shared
[bookmark: _Ref440961832]Figure 1 Carrier Allocation
For the mixed allocation and the shared allocation, different UE has different priority to access the same carrier, for instance, both UE1 and UE2 can access CC#4 but UE1 has a higher priority than UE2 which means UE2 can access CC#4 only when UE1 does not want to. For a quick comparison, it is clear that each UE has 4 carriers to use for the shared allocation, 3 carriers to use for the mixed allocation and 2 carriers to use for the dedicated allocation. 
The simulation is run repeatedly 106 times and each time represents a transmission length of 1 TU (Time Unit) which could be 8ms or 10ms according to LAA DL specs. Throughput for latency simulation is constant, one packet is generated every TU and its coding block size is just right to be transmitted with one TXOP of one carrier. This throughput is used as the benchmark and all other throughputs are normalized by it. If the load is 0, the throughput is 1 when the generated packets can be carried exactly by 1 carrier. 
It is assumed that all UEs have totally independent CCA results and all carriers have totally independent loads. This might be too optimistic under real conditions but on the other hand, the eNB has the flexibility to select the UEs with least correlated CCA results to share the same carriers. 
3.1.2 Throughput Simulation	
For some services without short latency requirement, higher throughput can be achieved by tolerating more latency. The above simulation can be reconfigured with a throughput higher than 1, the throughput is modeled by generating part packets randomly, for instance, throughput 1.2 equals to one packet per TU plus another packet for the same TU but with a random probability of 20%. The throughput can be increased step by step until the latency distribution is similar. 
3.2 Simulation Results
The latency simulation results are shown in Figure 2 and all 3 allocation methods are compared with different loads. It can be concluded that: 
A) For any allocation method, the latency increases when the load increases; 
B) The latency is reduced remarkably from dedicated allocation to mixed allocation and then shared allocation when the load is same; 
C) Shared allocation can work with a higher load than mixed allocation which in turn can work with a higher load than dedicated allocation. In the simulation, it is observed that dedicated allocation cannot work properly when the load is 0.5 or more and the UE buffer increases monotonically until being overflowed. 
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[bookmark: _Ref440984039]Figure 2 Latency Simulation Results
The simulation results are further compared in Table 1. The percentages of packets sent within certain latency are compared, for instance, 15% packets are sent with no more than 1 TU delay (or 85% packets have a delay longer than 1 TU) with dedicated allocation when the load is 0.49 while 86% packets are sent with no more than 1 TU delay with mixed allocation when the load is 0.50. 
[bookmark: _Ref441003672]Table 1 Latency Simulation Results
	Load
	Dedicated Allocation
	Mixed Allocation
	Shared Allocation

	
	≤ 1 TU
	≤ 10 TU
	≤ 1 TU
	≤ 10 TU
	≤ 1 TU
	≤ 10 TU

	0.40
	80%
	100%
	-
	-
	-
	-

	0.45
	55%
	98%
	-
	-
	-
	-

	0.49 (0.50)
	15%
	58%
	86%
	100%
	-
	-

	0.55
	 
	 
	68%
	100%
	-
	-

	0.60
	 
	 
	26%
	81%
	81%
	100%

	0.65
	 
	 
	 
	 
	59%
	99%

	0.70
	 
	 
	 
	 
	10%
	46%



For both mixed allocation and shared allocation, throughputs can be improved when latency distribution can be similar as that of the dedicated allocation. 
The simulation results are shown in Figure 3 for load = 0.4 and load = 0.49. Throughput gains are calculated with the one from the dedicated allocation as a benchmark. When the load = 0.4, the normalized throughput of 1.20 with mixed allocation has a better latency distribution than that of the dedicated allocation while the normalized throughput of 1.25 with mixed allocation has a worse latency distribution, and the throughput gain with mixed allocation is between 20% and 25%. Similarly, the throughput gain with shared allocation is between 40% and 50%. 
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[bookmark: _Ref441004175]Figure 3 Throughput Simulation Results
In summary, for this specific configuration, the throughput is improved at least 20% with mixed allocation and about 45% with the shared allocation for both high load and light load scenarios. 
3	Conclusions

[bookmark: _GoBack]From the above simulation, potential gains of both latency and throughput are quite promising by letting multiple UEs to access the same carriers based on contention. It gives more autonomy to the UEs than the current scheduling scheme so that the LAA UL performance can be improved and less disadvantaged when compared with the WiFi UL.  
Based on our analysis and simulations, we propose the following to be agreed by RAN1:
Proposal 1: for an UL request, a number of unlicensed resources can be allocated according to the estimated availabilities of monitored carriers to improve the latency performance. 
Proposal 2: more than one UE can be allocated to share the same resources and a mechanism is required for the eNB to control the priorities for UEs to access the same resources.
Proposal 3: CCA(s) in different time slots followed by an initial signal can be considered to control the access of different UEs to the shared resources. The detailed designs are related to other two topics, i.e., multiple UEs multiplexing and UL LBT scheme. 
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