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1 Introduction
The following agreement was made in RAN#84 meeting [1]:
[bookmark: OLE_LINK25][bookmark: OLE_LINK26]Agreements:
· For V2V communication on the PC5 interface:
· Option 1: Transmission of SA and its associated data on same subframe is supported
· This does not preclude SA and its associated data transmission in different subframes
· FFS other details
· Option 2: Each SA transmission precedes all of its associated data transmissions.
· FFS the timing relation between SA and its associated data
· FFS which option(s) to support for which type of traffic/resource allocation
· UE is not required to decode data that are transmitted before the subframe containing the successfully decoded associated SA.
· Further restrictions on number of PSCCH and PSSCH to be decoded in a subframe shall be considered
· Details FFS
This contribution we will discuss the FFS issues.
2 [bookmark: OLE_LINK34][bookmark: OLE_LINK35]Option 1
There is a requirement for V2X communication that for particular usage (e.g., pre-crash sensing), the E-UTRA(N) should be capable of transferring V2X messages between two UEs supporting V2V Service with a maximum latency of 20 msec. (See CPR-015 in [2]).  In D2D communication, the scheduling assignment (SA) sent in PSCCH and data sent in PSSCH are time multiplexed in separate pools. The shortest SC period is 40ms, which does not meet the requirement for V2V. Even though we can introduce kinds of shorter SC period for V2V, the 20ms latency requirement is difficult to be guaranteed if V2V is working on shared carrier with Uu, especially when the shared carrier is TDD.
As shown in Figure 1, TDD configuration#1 (one of typical TDD configurations in TDD network) is used in the shared TDD carrier, even we assuming 50% UL subframes are configured for V2V and SA resource pool consists of only four subframes, then the SA transmission requires 20ms, at least 40ms are needed to transmit on message if same resource pool is used for data.  Hence, at least for such low latency V2V service, it is necessary to consider SA and associated data same sub-frame. 
Proposal 1: Option 1 (transmission SA and associated data in same subframe) should be supported at least for the low latency V2V service.


Figure 1 one SA pool can occupy 20ms in TDD configuration#1 and with 50% UL subframes configured for V2V
In Rel-12 each SA is transmitted two times and the SA resources for the two transmissions are represented with SA pattern, so it is possible for the receiver to perform soft-combining for the SA reception if the receiver was able to receive both transmissions of a SA (i.e. not restricted by half duplex). While in case of transmitting SA and associated data in same subframe, the subframes determined by SA pattern will be applied to both SA and associated data transmission, which can be considered as a new kind of time resource pattern (TRP). This violates the design principles we identified in SI phase where TRP is deemed detrimental since it can increase resource collision possibility.


Figure 2 subframes for multiple data transmissions are subject to SA pattern
Furthermore, we also observed that it is also difficult to support soft combining for data in option 1. As the receiver may depends on multiple receptions to decode the SA, before that it has to buffering all possible positions of associated data. This will complicate receiver implementation especially when V2X communication is performed in a wide system bandwidth. So we have following observation:
Observation 1: Since SA and its associated data are transmitted in same subframe, soft combining for SA and data are difficult to be supported.
3 Option 2
For Option 2, the SA pattern defined for D2D can be fully reused, since the subframes for associated data transmission are not related to the SA pattern, using SA pattern cannot increase the collision possibility of data. This can simplify the implementation of both transmitter and receiver. We also observed that the latency requirement for majority V2V services is 100ms, so Option 2 can support these kinds of services form latency requirement point of view. For example, the length of the resource pool can be restricted to be less than 50ms, UE can select SA resources in the current SA resource pool when the packet is generated and then transmit associated data in the following data resource pool, in this way 100ms latency can be guaranteed. An example with resource pool length of 40ms is given in Figure 3.



For option 2, new mechanism for data resource indication is needed if resources for each data transmission are independent. Assuming data Tx number is 2, system bandwidth is 10MHz, then bits in SA are needed to indicate data subframes, bits for indication of starting PRB in each data subframe, and  bits in SA to indicate the number of PRB for each transmission;


Figure 3 100ms latency requirement can be guaranteed by Option 2 with resource pool length of 40ms
Observation 2: Option 2 (SA transmission precedes its associated data) can support 100ms latency requirement with minimized specification impact and minimized implementation for both transmitter and receiver.
Proposal 2: For V2V services with 100ms latency requirement, Option 2 (SA transmission precedes its associated data) should be used.
4 Coexistence of Option 1 and Option 2
Option 1 and Option 2 should both be supported for V2V communication, Option 1 is specifically used for low latency services, other services with 100ms latency requirement can be supported with option 2. As the priority for services using option 1 is usually high, dedicated resource pool or reserved/protected resources in shared resource pool for option 2 can be configured for option 1 [4]. 
For option 1, since the amount of vehicles having low latency service is small, SA pattern can be defined can be defined in case of dedicated resource pool is used for option 1, e.g. reusing SA pattern defined for D2D. SA should always transmitted with associated data to simplify the data resource indication, and subframes for associated data transmission can be determined based on the SA pattern, as shown in Figure 2.  In case of using reserved resources in shared resource pool with option 2, the pattern for SA can be configured semi-statically along with the configuration of reserved resources. 
[bookmark: _GoBack]Vehicle can select option 1 or option 2 based on the service type. The SA size for option 1 and option 2 are expected to be different because of the different data resource indication, so receiving vehicle can differentiate option 1 or option 2 based on the SA type it detected.
Proposal 3: Both option 1 and option 2 should be supported for V2V, the resources for option 1 should be protected with dedicated pool or reserved resources in shared resource pool, the SA for option 1 and option 2 should be distinguishable.
5 Single vs. Multi-cluster FDM:
Two alternatives are available for Option 1 that needs to be discussed further:
1.  Single cluster FDM: where SA and data are sent together in FDM with separate DFT precoding
2.  Multi-cluster FDM: where SA and data are sent separately in two clusters with separate DFT precoding
If single cluster FDM is used, the pool should be partitioned into multiple regions with fixed resource sizes to keep the transmit power (coverage) of SA consistent among all UEs and having the control in fixed regions of the pool to eliminate need for blind decoding, as shown in Figure 4. The cost is here is less flexibility in utilizing the frequency resources for data transmission. If data size needs to be adapted, rate-matching should be used to fill in the available resources. 
If option 2 is used, the pool should have two separate regions for SA and data, where SA indicates the locations used for data transmissions. The benefit of this approach is the scheduling flexibility available for the data, while the limitation of this approach is the need for non-contiguous SA and data transmission in frequency, which may increase the MPR and cause power variation for SA and data. 


Figure 4 Single cluster FDM and multiple clusters FDM
Proposal 4: The pros and cons of single cluster and multi-cluster FDM should be consider when make the decision on which alternative to use.
6 Conclusions
In this contribution we discussed the FFS issues for SA design, and we have following observations and proposals:
Observation 1: Since SA and its associated data are transmitted in same subframe, soft combining for SA and data are difficult to be supported.
Observation 2: Option 2 (SA transmission precedes its associated data) can support 100ms latency requirement with minimized specification impact and minimized implementation for both transmitter and receiver.
Proposal 1: Option 1 (transmission SA and associated data in same subframe) should be supported at least for the low latency V2V service.
Proposal 2: For V2V services with 100ms latency requirement, Option 2 (SA transmission precedes its associated data) should be used.
Proposal 3: Both option 1 and option 2 should be supported for V2V, the resources for option 1 should be protected with dedicated pool or reserved resources in shared resource pool, the SA for option 1 and option 2 should be distinguishable.
Proposal 4: The pros and cons of single cluster and multi-cluster FDM should be consider when make the decision on which alternative to use.
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