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Introduction
In RAN#71, the technology study item for 5G new RAT (NR) has been approved [1]. One important aspect is the physical layer channel coding design and support for outer erasure coding in order to meet new requirements for new services in 5G. 
Many of the use cases and services envisioned for NR, such as scaling to larger bandwidths and lower latencies within existing mobile broadband services, while expanding the network to additional more challenging communications services such as URLLC puts new emphasis on the study of new code designs.
Here we give a detailed discussion of such requirements. Some coding candidates as described in [2]-[7] should be considered for specification for NR, subject to meeting these requirements for the particular use cases.
Review of channel codes in LTE
Currently in LTE [2], there are two channel codes specified. First, there is a rate 1/3 convolutional codes with tail biting at shorter blocklengths, which can be suitable modified through puncturing and repetition to support different rates and blocksizes, and is more appropriate at shorter blocklengths such as small data packets or control messages. 
Second, there is a rate 1/3 parallel concatenated turbo code more suitable for longer blocklengths, and much of the rate compatibility is achieved through a similar approach of puncturing to achieve higher rates, and repetition to achieve lower rates. HARQ is further supported through transmission of initially punctured bits. 
Although this design can be efficient in the sense of having a single mother code description and hardware implementation, there are some inefficiences when considering the requirements of 5G NR. First, the LTE turbo codes can be subject to error floors and may not be suitable candidates for higher reliabilities needed by URLLC. Second, the LTE turbo codes can be relatively inefficient on first transmissions and higher code rates, since the decoding computations are spent largely on recovering punctured bits rather than recovering from channel impairments. Designing channel codes to work natively at a higher rate without puncturing can be more efficient, and may additionally have better coding gain. An illustration of such a complexity analysis is given below for an example comparison against LDPC codes.
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Figure 1. Comparison of complexity versus code rate for LDPC and LTE Turbo Codes
Given such limitations, it becomes important to revisit the design of channel codes with a proper set of design requirements.

General channel coding requirements
The requirements of the channel coding can be summarized below, along with their justification for use in NR.
Rate compatibility for different MCS
A code family must be specified to support very low to very high code rates, so that when paired with modulation such as QAM or additional precoding for MIMO, the overall spectral efficiencies can range from e.g., 0.1 b/s/Hz (at QPSK) to 28 b/s/Hz (R=7/8 w/ 256 QAM and 4x4 MIMO).
Proposal 1: The channel codes should be able to efficiently achieve different code rates ranging from 0.1 to above 0.875.

Rate compatibility to support IR HARQ 
Cellular networks focused on coverage also are subject to bursty interference between neighboring cells. To provide much greater reliability and efficient rate control it is important to support incremental redundancy (IR) HARQ, such that the gains from retransmission can be significantly larger than if simple Chase combining were employed, especially at higher coding rates.

Proposal 2: The channel codes should be able to support incremental redundancy HARQ in order to provide coding gain upon retransmission.

Scalable blocklength
Since resource allocations and packet sizes can vary widely based on traffic activity across users and application requirements for each user, it is important to provide a scalable blocklength flexibility to efficiently scale the channel codes to the packets sizes (e.g., rather than excessive zero-padding).

Proposal 3: The channel codes should be able to efficiently scale blocklengths, with lower blocklengths on the order of 100 and higher blocklengths on the order of 10,000.

Low latency for code-block decoding
For very high throughput applications in mobile broadband, it is important to enable this throughput to be realized at lower packet sizes for chatty applications and bursty activity. This leads to efficient decoder implementations which can achieve very small code-block decoding latencies, as opposed to pipelining which only enables high throughput at very large packet sizes. This becomes additionally important for machine-type mission critical applications, or operation in unlicensed spectrum.

Proposal 4: The channel codes should be able to achieve low code block decoding latency for each code block size. For larger blocklengths, this should be fast enough to support peak rates with tight ACK turnaround.

Channel robustness
The channel code should be robust to different channel types common to wireless and cellular communications. In addition to IR HARQ, this also adds a requirement of each codeblock to be robust to the nature of channel degradation, such that it can still achieve good performance for all or most channels which have the same mutual information. (This is in contrast to channel codes designed to work best on AWGN.) Such a requirement then allows applicability of the code to many different sources of degradation in wireless, ranging from bursty interference, frequency selectively, of the combination of these along with the precoding and modulation employed, or implementation impairments introduced from the radio components.
Proposal 5: The channel codes should be effective across static as well as multi-path fading and bursty channels. 
Low error floors and higher reliabilities
For URLCC with more stringent requirements on error rate, it is important for the code family not to an exhibit an error floor after subsequent re-transmissions, and in some cases even on the first transmission.

Proposal 6: The channel codes should be able to achieve low error floors appropriate for each use case such as 1e-7 for short blocklengths, or 1e-4 for larger blocklengths with and without IR HARQ.

Advanced receiver capabilities
Since NR should be designed with forward compatibility to future enhancements, it is important to consider also the ability for the channel coding family to enable future advanced receiver capabilities such as iterative channel estimation, equalization, and/or decoding, or iterative multi-user detection. One simple requirement to help ensure this evolution is to require the coding scheme to allow for low complexity computation of extrinsic output log-likelihoods for the information bits, to enable these advanced receiver architectures.
Proposal 7: The channel codes should be able to support advanced receiver capability through the efficient output of extrinsic log-likelihoods for the information bits.

Description complexity
The full channel coding specification which meets the requirements should have manageable description complexity for implementation, as well as minimizing signaling needed for MCS selection. This may preclude having many separate codes designed for many different operating conditions.

Proposal 9: The channel codes should have an efficient description complexity.

Channel coding requirements for physical channels
The above requirements are relevant to general channel coding design, although in some cases the physical channels may not benefit from all aspects in the same proportion. Hence, additional channel specific requirements should be taken into account.
Proposal 10: Channel coding may be different between the control channels (or small data bursts) and data channels depending on requirements.
Control channel and small data burst requirements
For control channels, the control information must be received reliably without possibility for HARQ. In some cases, the error rate of the control decoding may also need to be more stringent than the first transmission of the data channel. Blocklengths for this application tend to be smaller, so designs relevant to the control channel may also be applicable to small data bursts on the data channel. The latter is also appropriate for URLLC services.
Proposal 11: Channel coding for control channel must achieve high reliability and low false alarm without HARQ and operate at smaller blocklengths.
Data channel requirements
For data channels, high reliability may additionally be achieved through HARQ. However, higher throughputs and low decoding latencies should be achieved for longer blocklengths, order to allow to achieve peak throughputs and allow for faster ACK turnaround. 
Proposal 12: Channel coding for data channel must be able to achieve high reliability with IR HARQ.
Proposal 13: Channel coding for data channel must be able to scale to very high throughputs with high computational efficiency and support larger code blocklengths.
Proposal 14: Channel coding for data channel must be able to scale to very high throughputs while simultaneously supporting very low decoding latencies per codeblock.
Outer erasure code requirements
Another forward compatibility enhancement would be the support for efficient integration with an outer erasure code such that service multiplexing and other benefits for recovering from bursty interference can be implemented. A more detailed discussion on the use cases of outer erasure codes in NR is given in [9].

The essential requirements for outer erasure codes would be to enable enhanced robustness to bursty interference and reduce the latency of decoding.

Proposal 15: Outer erasure codes should be designed to combat bursty interference/puncturing, providing high reliability and reducing overall decoding latency.

Proposal 16: Outer erasure codes should be rate compatible and support an outer HARQ process separate from the physical layer channel code.

Proposal 17: Erasure coding and the corresponding outer HARQ process should be allowed to be enabled/disabled efficiently with low signaling overhead.

Coding Evaluation
The performance evaluation of channel codes traditionally has considered code block error rate (BLER) performance versus channel quality such as SNR on an AWGN channel. This will continue to be an important metric in evaluation of codes for NR, but complexity should be taken into account in order ensure the commercial implementation has potential to be both hardware and power efficient.
Additionally, we provide evaluation proposals for outer erasure codes and their integration into NR.
Performance with complexity considerations
For channel coding techniques under consideration, well known baseline algorithms (such as turbo decoding, or belief propagation for LDPC codes) can be used to establish a reference point which is also a reasonably accurate representation of decoding complexity.
For illustration, an example comparison of computational complexity between Turbo codes and 802.11n LDPC codes is provided below. The blockengths, code rate, and operating BLER targets are kept the same and the complexity is compared based on achievable SNR. Here the code rate for the turbo code is achieved through puncturing, and contributes to some of the complexity inefficiency seen in the comparison.

Figure 1: Performance comparison between LTE Turbo and 802.11n LDPC code at some target BLER
Proposal 18: The channel code performance should be compared subject to some computational complexity considerations.
Performance across different channels
Following the above requirement for the channel code to be robust to different channel types, the evaluation of this robustness should be included when comparing different channel code techniques.
Proposal 19: The channel codes should be evaluated under different channel conditions which may include fading, MIMO, and bursty interference.
Low error floors
Channel codes should be able to achieve low error floors depending on the application.
Proposal 20: The channel codes should be able to achieve low error floors, e.g., 1e-7 when used on control channels and 1e-4 for use on data channels with IR HARQ.

Support for extrinsic information
The capability to enable iterative decoding of extrinsic information should be taken into consideration. However, detailed simulations with respect to these conditions may not be required so long as the extrinsic information can be shown to be reliable and useful for other advanced receiver techniques. Alternatively, it may suffice to show rely on the complexity of obtaining such information for each coding technique.
Proposal 21: The availability of an efficient decoding algorithm which can provide extrinsic information should be part of the coding evaluation.
Support for early termination
The capability for power saving through efficient termination of the decoding algorithm should also be considered for channel coding evaluations. This ensures that devices in NR can be made to be power efficient, and any receiver enhancements later in the evolution of NR may also benefit from this property.
Proposal 22: The ability of the channel code to enable early termination should be part of the coding evaluation.
Performance of outer erasure codes
The efficiency and performance of the outer erasure code design should be evaluated when integrated into NR for improved robustness and service multiplexing.
Proposal 23: Outer erasure code performance should be evaluated based on key metrics such as spectrum efficiency, reliability, latency, overhead and encoding/decoding complexity.

[bookmark: _Ref378529477]Conclusions
In this contribution, we discussed requirements for channel coding and outer erasure coding to enable new services and use cases in NR. Additionally, metrics were discussed for evaluation of different coding techniques in NR.
Proposal 1: The channel codes should be able to efficiently achieve different code rates ranging from 0.1 to above 0.875.
Proposal 2: The channel codes should be able to support incrementally redundancy HARQ in order to provide coding gain upon retransmission.
Proposal 3: The channel codes should be able to efficiently scale blocklengths, with lower blocklengths on the order of 100 and higher blocklengths on the order of 10,000.
Proposal 4: The channel codes should be able to achieve low code block decoding latency for each code block size. For larger blocklengths, this should be fast enough to support peak rates with tight ACK turnaround.
Proposal 5: The channel codes should be effective across static as well as multi-path fading and bursty channels. 
Proposal 6: The channel codes should be able to achieve low error floors appropriate for each use case such as 1e-7 for short blocklengths, or 1e-4 for larger blocklengths with and without IR HARQ.
Proposal 7: The channel codes should be able to support advanced receiver capability through the efficient output of extrinsic log-likelihoods for the information bits.
Proposal 8: The channel code design should be able to efficiently be integrated with future enhancements involving an outer erasure code.
Proposal 9: The channel codes should have an efficient description complexity.
Proposal 10: Channel coding may be different between the control channels (or small data bursts) and data channels depending on requirements. 
Proposal 11: Channel coding for control channel must achieve high reliability and low false alarm without HARQ and operate at smaller blocklengths.
Proposal 12: Channel coding for data channel must be able to achieve high reliability with IR HARQ.
Proposal 13: Channel coding for data channel must be able to scale to very high throughputs with high computational efficiency and support larger code blocklengths.
Proposal 14: Channel coding for data channel must be able to scale to very high throughputs while simultaneously supporting very low decoding latencies per codeblock.
Proposal 15: Outer erasure codes should be designed to combat bursty interference/puncturing, providing high reliability and reducing overall decoding latency.

Proposal 16: Outer erasure codes should be rate compatible and support an outer HARQ process separate from the physical layer channel code.

Proposal 17: Erasure coding and the corresponding outer HARQ process should be allowed to be enabled/disabled efficiently with low signaling overhead.
Proposal 18: The channel code performance should be compared subject to some computational complexity considerations.
Proposal 19: The channel codes should be evaluated under different channel conditions which may include fading, MIMO, and bursty interference.
Proposal 20: The channel codes should be able to achieve low error floors, e.g., 1e-7 when used on control channels and 1e-4 for use on data channels with IR HARQ.
Proposal 21: The availability of an efficient decoding algorithm for providing extrinsic information should be part of the coding evaluation.
Proposal 22: The ability of the channel code to enable early termination should be part of the coding evaluation.
Proposal 23: Outer erasure code performance should be evaluated based on key metrics such as spectrum efficiency, reliability, latency, overhead and encoding/decoding complexity.
References
[1] [bookmark: _Ref430766234]RP-160671, New SID Proposal: Study on New Radio Access Technology
[2] [bookmark: _Ref447261290]3GPP TS 36.212, “3rd Generation Partnership Project; Technical Specification Group Radio Access Network; Evolved Universal Terrestrial Radio Access (E-UTRA); Multiplexing and channel coding”.
[3] [bookmark: _Ref447256014]R1-162208, LDPC – HARQ, Rate
[4] R1-162209, LDPC – Throughput, Latency, Blocksize
[5] R1-162210, Polar – HARQ, Rate
[6] R1-162211, Polar – Throughput, Latency, Blocksize
[7] R1-162212, Polar – HARQ, Rate
[8] [bookmark: _Ref447256019]R1-162213, Polar – Throughput, Latency, Blocksize
[9] [bookmark: _Ref447285471]R1-162397, Outer erasure code


== Text Proposal for RAN1 TR “General Description of Layer 1” Start ==

Review of channel codes in LTE
Currently in LTE, there are two channel codes specified. First, there is a rate 1/3 convolutional codes with tail biting at shorter blocklengths, which can be suitable modified through puncturing and repetition to support different rates and blocksizes, and is more appropriate at shorter blocklengths such as small data packets or control messages. 
Second, there is a rate 1/3 parallel concatenated turbo code more suitable for longer blocklengths, and much of the rate compatibility is achieved through a similar approach of puncturing to achieve higher rates, and repetition to achieve lower rates. HARQ is further supported through transmission of initially punctured bits. 
Although this design can be efficient in the sense of having a single mother code description and hardware implementation, there are some inefficiences when considering the requirements of 5G NR. First, the LTE turbo codes can be subject to error floors and may not be suitable candidates for higher reliabilities needed by URLLC. Second, the LTE turbo codes can be relatively inefficient on first transmissions and higher code rates, since the decoding computations are spent largely on recovering punctured bits rather than recovering from channel impairments. Designing channel codes to work natively at a higher rate without puncturing can be more efficient, and may additionally have better coding gain. An illustration of such a complexity analysis is given below for an example comparison against LDPC codes.
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Figure 1. Comparison of complexity versus code rate for LDPC and LTE Turbo Codes
Given such limitations, it becomes important to revisit the design of channel codes with a proper set of design requirements.

General channel coding requirements
The requirements of the channel coding can be summarized below, along with their justification for use in NR.
Rate compatibility for different MCS
A code family must be specified to support very low to very high code rates, so that when paired with modulation such as QAM or additional precoding for MIMO, the overall spectral efficiencies can range from e.g., 0.1 b/s/Hz (at QPSK) to 28 b/s/Hz (R=7/8 w/ 256 QAM and 4x4 MIMO).
[bookmark: _GoBack]Proposal 1: The channel codes should be able to efficiently achieve different code rates ranging from 0.1 to above 0.875.

Rate compatibility to support IR HARQ 
Cellular networks focused on coverage also are subject to bursty interference between neighboring cells. To provide much greater reliability and efficient rate control it is important to support incremental redundancy (IR) HARQ, such that the gains from retransmission can be significantly larger than if simple Chase combining were employed, especially at higher coding rates.

Proposal 2: The channel codes should be able to support incremental redundancy HARQ in order to provide coding gain upon retransmission.

Scalable blocklength
Since resource allocations and packet sizes can vary widely based on traffic activity across users and application requirements for each user, it is important to provide a scalable blocklength flexibility to efficiently scale the channel codes to the packets sizes (e.g., rather than excessive zero-padding).

Proposal 3: The channel codes should be able to efficiently scale blocklengths, with lower blocklengths on the order of 100 and higher blocklengths on the order of 10,000.

Low latency for code-block decoding
For very high throughput applications in mobile broadband, it is important to enable this throughput to be realized at lower packet sizes for chatty applications and bursty activity. This leads to efficient decoder implementations which can achieve very small code-block decoding latencies, as opposed to pipelining which only enables high throughput at very large packet sizes. This becomes additionally important for machine-type mission critical applications, or operation in unlicensed spectrum.

Proposal 4: The channel codes should be able to achieve low code block decoding latency for each code block size. For larger blocklengths, this should be fast enough to support peak rates with tight ACK turnaround.

Channel robustness
The channel code should be robust to different channel types common to wireless and cellular communications. In addition to IR HARQ, this also adds a requirement of each codeblock to be robust to the nature of channel degradation, such that it can still achieve good performance for all or most channels which have the same mutual information. (This is in contrast to channel codes designed to work best on AWGN.) Such a requirement then allows applicability of the code to many different sources of degradation in wireless, ranging from bursty interference, frequency selectively, of the combination of these along with the precoding and modulation employed, or implementation impairments introduced from the radio components.
Proposal 5: The channel codes should be effective across static as well as multi-path fading and bursty channels. 
Low error floors and higher reliabilities
For URLCC with more stringent requirements on error rate, it is important for the code family not to an exhibit an error floor after subsequent re-transmissions, and in some cases even on the first transmission.

Proposal 6: The channel codes should be able to achieve low error floors appropriate for each use case such as 1e-7 for short blocklengths, or 1e-4 for larger blocklengths with and without IR HARQ.

Advanced receiver capabilities
Since NR should be designed with forward compatibility to future enhancements, it is important to consider also the ability for the channel coding family to enable future advanced receiver capabilities such as iterative channel estimation, equalization, and/or decoding, or iterative multi-user detection. One simple requirement to help ensure this evolution is to require the coding scheme to allow for low complexity computation of extrinsic output log-likelihoods for the information bits, to enable these advanced receiver architectures.
Proposal 7: The channel codes should be able to support advanced receiver capability through the efficient output of extrinsic log-likelihoods for the information bits.

Description complexity
The full channel coding specification which meets the requirements should have manageable description complexity for implementation, as well as minimizing signaling needed for MCS selection. This may preclude having many separate codes designed for many different operating conditions.

Proposal 9: The channel codes should have an efficient description complexity.

Channel coding requirements for physical channels
The above requirements are relevant to general channel coding design, although in some cases the physical channels may not benefit from all aspects in the same proportion. Hence, additional channel specific requirements should be taken into account.
Proposal 10: Channel coding may be different between the control channels (or small data bursts) and data channels depending on requirements.
Control channel and small data burst requirements
For control channels, the control information must be received reliably without possibility for HARQ. In some cases, the error rate of the control decoding may also need to be more stringent than the first transmission of the data channel. Blocklengths for this application tend to be smaller, so designs relevant to the control channel may also be applicable to small data bursts on the data channel. The latter is also appropriate for URLLC services.
Proposal 11: Channel coding for control channel must achieve high reliability without HARQ and operate at smaller blocklengths.
Data channel requirements
For data channels, high reliability may additionally be achieved through HARQ. However, higher throughputs and low decoding latencies should be achieved for longer blocklengths, order to allow to achieve peak throughputs and allow for faster ACK turnaround. 
Proposal 12: Channel coding for data channel must be able to achieve high reliability with IR HARQ.
Proposal 13: Channel coding for data channel must be able to scale to very high throughputs with high computational efficiency and support larger code blocklengths.
Proposal 14: Channel coding for data channel must be able to scale to very high throughputs while simultaneously supporting very low decoding latencies per codeblock.
Outer erasure code requirements
Another forward compatibility enhancement would be the support for efficient integration with an outer erasure code such that service multiplexing and other benefits for recovering from bursty interference can be implemented. 

The essential requirements for outer erasure codes would be to enable enhanced robustness to bursty interference and reduce the latency of decoding.

Proposal 15: Outer erasure codes should be designed to combat bursty interference/puncturing, providing high reliability and reducing overall decoding latency.

Proposal 16: Outer erasure codes should be rate compatible and support an outer HARQ process separate from the physical layer channel code.

Proposal 17: Erasure coding and the corresponding outer HARQ process should be allowed to be enabled/disabled efficiently with low signaling overhead.

Coding Evaluation
The performance evaluation of channel codes traditionally has considered code block error rate (BLER) performance versus channel quality such as SNR on an AWGN channel. This will continue to be an important metric in evaluation of codes for NR, but complexity should be taken into account in order ensure the commercial implementation has potential to be both hardware and power efficient.
Additionally, we provide evaluation proposals for outer erasure codes and their integration into NR.
Performance with complexity considerations
For channel coding techniques under consideration, well known baseline algorithms (such as turbo decoding, or belief propagation for LDPC codes) can be used to establish a reference point which is also a reasonably accurate representation of decoding complexity.
For illustration, an example comparison of computational complexity between Turbo codes and 802.11n LDPC codes is provided below. The blockengths, code rate, and operating BLER targets are kept the same and the complexity is compared based on achievable SNR. Here the code rate for the turbo code is achieved through puncturing, and contributes to some of the complexity inefficiency seen in the comparison.

Figure 1: Performance comparison between LTE Turbo and 802.11n LDPC code at some target BLER
Proposal 18: The channel code performance should be compared subject to some computational complexity considerations.
Performance across different channels
Following the above requirement for the channel code to be robust to different channel types, the evaluation of this robustness should be included when comparing different channel code techniques.
Proposal 19: The channel codes should be evaluated under different channel conditions which may include fading, MIMO, and bursty interference.
Low error floors
Channel codes should be able to achieve low error floors depending on the application.
Proposal 20: The channel codes should be able to achieve low error floors, e.g., 1e-7 when used on control channels and 1e-4 for use on data channels with IR HARQ.

Support for extrinsic information
The capability to enable iterative decoding of extrinsic information should be taken into consideration. However, detailed simulations with respect to these conditions may not be required so long as the extrinsic information can be shown to be reliable and useful for other advanced receiver techniques. Alternatively, it may suffice to show rely on the complexity of obtaining such information for each coding technique.
Proposal 21: The availability of an efficient decoding algorithm which can provide extrinsic information should be part of the coding evaluation.
Support for early termination
The capability for power saving through efficient termination of the decoding algorithm should also be considered for channel coding evaluations. This ensures that devices in NR can be made to be power efficient, and any receiver enhancements later in the evolution of NR may also benefit from this property.
Proposal 22: The ability of the channel code to enable early termination should be part of the coding evaluation.
Performance of outer erasure codes
The efficiency and performance of the outer erasure code design should be evaluated when integrated into NR for improved robustness and service multiplexing.
Proposal 23: Outer erasure code performance should be evaluated based on key metrics such as spectrum efficiency, reliability, latency, overhead and encoding/decoding complexity.
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Complexity comparison at target BLER
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