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Introduction
The existing LTE coding schemes, LTE-TC (Turbo Code) and LTE-TBCC (Tail-Biting Convolutional Code) have not been optimized to fulfill the diverse requirements for the NR such as the need to efficient support the very different use scenarios: eMBB, mMTC, and URLLC. The main shortcomings of these legacy coding schemes are: 
· Low decoding throughput of LTE-TC over large blocks (unable to reach peak data rates) 
· Low performance of LTE-TC over short blocks (unable to provide efficient small-packet transmission) 
· Error-floor of LTE-TC (unable to provide high reliable transmission) 
· No further performance gain of LTE-TBCC for control channels 
Therefore, a new channel coding scheme should be considered. In [11], the motivation for considering a new channel coding scheme was discussed. One candidate channel coding scheme is Polar codes. In this contribution, we give an overview of Polar codes and design principles for the construction of a Polar coding scheme. 

Discussion
A Brief Introduction of Polar Codes
Principle of Polarization  
The principle of channel polarization was introduced by Arikan in [1]. In the following we focus on binary-input channels, including the binary erasure channel, the binary symmetric channel and the AWGN channel with BPSK input, as done in [1], though generalisation is possible. 
Channel polarization is a specific transformation (eventually resulting from a specific channel encoder and channel decoder) which produces N synthetic (virtual) channels from N independent copies of the physical (original) channel; in practice, these N independent copies result from N independent uses of the original channel. To motivate the idea, consider Figure 1(a) for N=2. The channel from X1 to Y1 and the channel from X2 to Y2 are the two original channels, for example BPSK-AWGN channels. To use these two channels, the two bits U1 and U2 are multiplied by the matrix F to obtain the bits X1 and X2; this operation is depicted by the factor graph in Figure 1(a). The first new channel is the one between U1 and the vector [Y1,Y2]; this channel is worse than the original channels. The second channel is the one between U2 and the vector [Y1,Y2] assuming U1 to be known; this channel is better than the original channel. This principle can be applied recursively; the resulting matrix to obtain the bits Xi from the bits Ui is then given by Fn, which is the n-fold Kronecker product of F, see Figure 1 (b), and the overall factor graph is built recursively from the basic block shown in Figure 1 (a). For details we refer to [1]. Note that N is thus always a power of 2.

[image: ]
[bookmark: _Ref447031940]Figure 1: (a) Basic polarisation block for Polar Codes.  (b) Generator matrix for length N=2n.
As a result of this procedure, the new synthetic channels are polarized in the following sense: for most of the channels, their mutual information is either close to zero or close to one. An example of this polarisation effect is provided in Figure 2 for the binary erasure channel with erasure probability ½ and N=1024.
If the mutual information is close to one, bits transmitted across these good channels can be recovered with very low error probabilities; and if the mutual information is close to zero, these bad channels are useless for information transmission. To exploit this phenomenon for channel coding, we transmit information bits on the good channels, and the bits on the bad channels are set to known values, e.g. to zero, referred to as frozen bits [1]. This is referred to as Polar coding. The practical implementation will be described below.
When the number of channels N tends to infinity, the mutual information of all channels tends to zero (bad channels) or one (good channels), and even more, the fraction of good channels tends to the channel capacity. This means that with the channel coding principle of Polar coding, channel capacity can be achieved, and asymptotically Polar coding is optimal. In addition, the encoding and decoding complexity is of order O(N log N) for the code length N.
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[bookmark: _Ref447032285]Figure 2: Capacity of bit channels for a Polar Code over a BEC 1/2

Polar Encoder 
In their initial construction, Polar codes have lengths that are powers of two, i.e., N=2n, where n is an integer, and the code dimension (the number of information bits) K is arbitrary; thus any code rate is possible. In practical deployments, a CRC is applied to the K information bits. This CRC significantly improves the code performance after exploiting it in the decoding process.
An (N,K) Polar code (with N=2n) is defined by the matrix Fn and the frozen vector F, indicating the bit positions of the bad channels. The non-systematic encoding for an (8,4) polar code of rate ½ is illustrated in Figure 3. In this figure, the mutual information of the virtual channels for the bits Ui are indicated on the left-hand side. To obtain a rate-1/2 code, the four bit positions with the lowest mutual information are collected into the frozen vector F = {1,2,3,5}. For encoding, the four information bits are placed in the non-frozen position, and the bits from the frozen vector are set to zero. Through matrix multiplication (or following the Tanner graph) the code bits (in red) are obtained.


[bookmark: _Ref447032557]Figure 3: (8,4) Polar Encoder for BEC 1/2  non-systematic encoder with reliabilities 

Polar Decoder 
There are two main decoders for Polar codes: the successive cancellation (SC) decoder and the SC List (SCL) decoder. The SC decoder has low complexity and is sufficient for very large code lengths N due to the polarization effect. For medium-length and short-length codes, the SCL decoder is preferable as it can efficiently deal with the error propagation of the SC decoder. Furthermore, the SCL decoder can decrease the decoding error rate by using larger lists; thus it allows to trade performance versus complexity.
The SC decoding algorithm exploits the polarization phenomenon of polar codes [1]. In this algorithm, the bits Ui are decoded sequentially, from the first bit to the last one. Every bit is decoded using both the log-likelihoods for the code bits (based on the channel observations) and the hard-decisions of the previously decoded bits [9]. 
[image: ]
[bookmark: _Ref447033234]Figure 4: SC Decoder for (4,8) Polar Code (a) decoder trellis (b) f function definition (c) g function definition

Polar decoding can be described as message passing on the Tanner graph of the code, as depicted in Figure 4(a): Log-likelihood ratios (LLRs) are passed from the right to the left, and hard-decisions are passed from the left to the right. The two building blocks of the SC decoder are shown in Figure 4(b) and Figure 4(c), corresponding to the relationships between the bits U1, U2, X1 and X2 in Figure 2(a). La and Lb correspond to the LLRs for bits X1 and X2, respectively. Once they are available, LLR Lc for bit U1 is obtained using the f-function. When the hard-decision on bit U1 is available, LLR Ld for bit U2 is computed using the g -function. When an LLR on a bit Ui is available, the estimate of this bit is set to zero if the bit index is in the frozen set; otherwise the estimate of this bit is obtained from a hard-decision on the LLR. The bit estimate is then fed back into the decoding process.
To summarize the SC decoder, the hard messages propagated in the Tanner graph are the estimated bits at each stage. The soft messages correspond to the log-likelihood ratios (LLR). Depending on their positions, the stages are updated according to the f- and g-functions. Every stage can be calculated recursively according to the formulas in Figure 4. However, it is possible to schedule the calculation to obtain a sequential algorithm, as presented in Figure 5. 
Channel polarization introduces correlation between source bits, which is exploited by the SC decoder. This correlation can be interpreted as interference, and feeding the hard decisions back into the decoding processing can be interpreted as successive cancellation. The regular structure of the generator matrix leads to the regular structure of the Tanner graph and also to the regular structure of the SC decoding algorithm. SC decoding of a code of length N=2n consists of n stages of N levels. As a consequence, the decoding complexity is of order O(N log N) for a code length N.
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[bookmark: _Ref447033282]Figure 5: SC decoder scheduling

Although SC decoding tends to be optimal for the code length growing to infinity, its performance for short or medium-length polar codes deteriorates due to the propagation of decoding errors. To improve the decoder performance, SCL decoding is used [3]. 
In a SCL decoder with list size L, the decoder keeps L candidates, each represented by a u-vector of the form [u0,u1,…,ui], and a path metric for each candidate. For each candidate, the LLR of the following bit, L(ui+1), is computed, and based on that the path metric of the candidates [u0,u1,… ,ui,ui+1=0] and [u0,u1,… ,ui,ui+1=1]. If the bit position i+1 is in the frozen set, only the option ui+1=0 is considered. Out of the resulting 2L candidates, the L with the best path metrics are selected, and then decoding continues. When the last bit uN is reached, the CRC is checked on all candidate sequences, and among the candidates fulfilling the CRC the best one is selected. Figure 6 provides examples for SC decoding and SCL decoding. 
Note that SCL decoding with list length L=1 is equivalent to SC decoding. Further, the use of SCL dramatically improves the decoding performance of SC, at the price of an augmented decoding complexity. 

[image: ]
[bookmark: _Ref447033296]Figure 6: Polar Decoders (a) Successive Cancellation SC (b) List Successive Cancellation SCL

Flexible Rate Matching Scheme
Principle
A possible drawback of Polar codes is that the code lengths of the original construction are restricted to powers of 2, i.e., N=2n. However, using puncturing techniques, the codes can be trimmed to any code length. It is noted that Polar codes of different rates can simply be constructed by choosing frozen vectors of different sizes. In the following we refer to Polar codes of lengths N=2n as mother codes. 
Puncturing has the benefit of making the code rate more flexible and allows for incremental redundancy. On the downside, puncturing makes it hard to control the code properties, in particular the minimum distance and thus the error correction capability. If a codeword of code length N has to be created to encode K information bits, a mother (N’,K) polar code is used to encode the data, with N >N, and N-N bits are punctured. The principle is illustrated in Figure 7. 
For decoding, the punctured code bits are assigned an LLR of zero, and usual decoding is applied. As puncturing not only changes the code properties but also the behavior of the SC decoder, the positions to be punctured need to be carefully chosen. 
At the decoder side, the S removed bits are known to be zero. Correspondingly the LLRs of these code bits are initialized with large positive values (in theory with infinity). Afterwards, usual decoding is applied.



[bookmark: _Ref447033315]Figure 7: Puncturing
Comparison with LTE-TC 
The rate-matching scheme of LTE-TC is based on R=1/3 Turbo Code. Bits are punctured or repeated to match the size of an information block (3×information block size) to the allocated physical channel bits. Performance of the cases whose rate-matched code rates are far from original R=1/3 is not optimal.
In contrast, Polar code does not fix the original code rate. The information block size can be any number less than the size of its codeword (power of 2) so that its original code rate is very flexible. The rate-matching scheme is to match the size of a codeword (power of 2) to the allocated physical channel bits. 

[bookmark: _Ref124589665][bookmark: _Ref71620620][bookmark: _Ref124671424]Conclusion
In this contribution, we provided an overview of polar coding. Polar codes are provably capacity achieving and the error-rate performance carries over to the practical finite-length regime. We discussed SC decoding and SCL decoding algorithms. The original polar code construction allows for arbitrary rates but only for code lengths that are powers of two. Applying puncturing, polar codes of any code lengths can be constructed. This allows for flexible rate matching using polar codes of any length and rate.
There is a large body of literature on polar coding, and the references are intended to provide a starting point for further study. Furthermore, implementations of polar coding schemes can be found in [8].
Based on the general design principles of polar codes discussed here, this channel coding scheme can be designed to support the 5G NR requirements. Some features of interest are briefly summarized below.
· Higher reliability: Polar code has no error floor and introduces fewer re-transmissions. 
· Better BLER performance: together with no-error-floor, this would benefit URLLC scenarios requiring transmission of small packets with high reliability. 
· High decoding throughput for large packets: when decoding a large code block, the SC decoder implementation in [10] suggests that throughputs on the range of 10Gbps – 20Gbps can be supported.
· Further gain over TBCC: it would benefit control channel reliability.
· Polar codes of any length can be constructed: compared with LTE-Turbo Code, Polar code provides more flexibility for rate-matching operation which may benefit performance.
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