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1. Introduction
In RAN1#82, following agreements were achieved [1].

	Agreements:
· HARQ-ACK codebook size is dynamically determined
· To ensure same understanding between eNB and UE regarding the HARQ-ACK codebook (including HARQ-ACK order and size)

· FFS, eNB transmits signaling in DL assignment: 

· FFS: Detailed signaling, e.g., 

· Counter DAI only
· FFS: Whether DAI can be not consecutive
· A Counter DAI and a Total DAI

· Combined DAI carrying either Counter or Total, based on the order of scheduling

· HARQ-ACK codebook indicator to indicate the possible carriers
· Note: Other alternatives are not precluded
· FFS: Additional UL signaling to indicate HARQ ACK codebook size

· FFS: PUCCH format adaptation


The target of this email discussion [82-03] is to identify potential solution candidates for HARQ-ACK codebook determination. Following 2-step discussion is suggested.

Step 1: Companies provide potential solution candidates in Section 2 (until Sept. 15th)

Step 2: Companies provide comments/views (e.g., support, suggestion, concern, objection, etc) on the listed proposed solution candidates in Section 3 (until Sept. 28th)

After that, email discussion summary will be made and be shared via RAN1 email reflector so that it can be reviewed. The email discussion will be ended on Sept. 29th.

2. Potential solution candidates (until Sept. 15th)
Companies are encouraged to provide proposed solution(s) to enable dynamic HARQ-ACK codebook determination. One company can add multiple proposals. Following aspects should be clarified as much as possible (if there is no clear answer for some of the following questions, they can be left as FFS).
1. How does the proposal work to ensure the same understanding between eNB and UE ?

· How much reliable it is?

2. What are the pros and cons of the proposed solution (compared to other potential methods)?

· Potential metrics: Robustness/reliability, DL/UL overhead, scheduler flexibility, etc.

3. What is the relation with PUCCH resource indication method?

4. Does the proposal have a relation with PUCCH format selection?
5. Does the proposal impact to UE behavior on PUCCH format 1a/1b fallback condition?

	Potential solution 1: CC-domain DAI

	CC-domain DAI is included in each DL assignment which schedules a CC. In FDD (i.e., FDD PUCCH Cell), the CC-domain DAI denotes the accumulative number of PDCCH/EPDCCH(s) with assigned PDSCH transmission(s) and PDCCH/EPDCCH indicating downlink SPS release from the scheduled CC having the lowest CC index up to the present CC in the PUCCH CG. UE can detect PDCCH/EPDCCH miss detections by the CC-domain DAI (except for the scheduled CC having the largest CC index). As in legacy TDD operation, the bit-width of CC-domain DAI can be reduced by introducing modulo operation. In this case, miss detections of the PDCCH/EPDCCHs with equal to or more than 2x consecutive DAI indices are no longer detectable by the UE, where x denotes the bit-width of the CC-domain DAI. According to the survey, x=2 is the majority so far. In TDD (i.e., TDD PUCCH Cell), there are multiple approaches for CC-domain DAI. One way is to define CC-domain DAI field which is independent from existing 2-bit DAI field [2] (Fig. 1-(a)). In this case, DAI value accumulations are carried out in CC-domain and subframe-domain separately. Another way is to define joint CC/subframe DAI field which accumulates across CC-domain and subframe-domain [3-6] jointly (Fig. 1-(b)). As the joint CC/subframe DAI field, existing 2-bit DAI field can be re-used. 
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Fig.1-(b) Joint CC/subframe-DAI


For this solution, some issues have been identified, and additional solutions have been proposed accordingly as following (for simplicity, joint CC/subframe-DAI is assumed below).

· As described above, UE is not aware of PDCCH/EPDCCH miss detection for the last CC/subframe. Therefore, probability of miss understanding between eNB and UE cannot be lower than the probability of PDCCH/EPDCCH miss detection of the last CC/subframe. In order to resolve this issue, following options were identified in RAN1#82.

· Opt. 1.1.1: Adding 1-bit last downlink assignment indicator (LDI) [7] (Fig.2-(a))

· The LDI can be used to indicate whether the DL assignment schedules ‘last’ CC/subframe within a bundling window. This was originally proposed as a solution to realize time-domain HARQ-ACK bundling in TDD, but would be usable to resolve the miss detection problem of the ‘last’ CC/subframe. If the UE cannot detect the DL assignment whose LDI indicates the ‘last’ CC/subframe, the UE shall add one/two NACK bits at the end of the HARQ-ACK bit sequence. As long as DL assignments scheduling ‘last two’ CC/subframe are not missed, the same understanding between eNB and UE is ensured. 

· Opt. 1.1.1A: Adding 1-bit last counter-DAI group indicator (LDGI)
· The LDGI can be used to indicate whether the DL assignment belongs to ‘last’ counter-DAI group within a bundling window where the DAI group, for example, can be defined as a counter-DAI sequence of {00, 01, 10, 11}. If the UE cannot detect the DL assignment whose LDGI indicates the ‘last’ DAI group, the UE can add NACK bits for a DAI sequence corresponding the ‘last’ DAI group, at the end of the HARQ-ACK bit sequence.
· Opt. 1.1.2: Adding 2-bit forward downlink assignment indicator (FDI) [8] (Fig.2-(b))

· LDI cannot resolve the case when the UE misses two DL assignments for the ‘last two’ CC/subframe. The FDI is the multiple-bit version of the LDI such that the robustness is achieved.
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· Opt. 1.1.3: Adding total DAI field [3-4, 6]

· Total DAI field indicates the total number of CC/subframes with PDSCH transmissions and with PDCCH/EPDCCH indicating downlink SPS release to the corresponding UE within the bundling window. For TDD (i.e., TDD PUCCH Cell), two different counting rules can be considered [3]; total DAI indicates the total number of CCs with PDSCH transmissions and with PDCCH/EPDCCH indicating downlink SPS release within the subframe (Fig.3-(a)), or it indicates the total number of CCs with PDSCH transmissions and with PDCCH/EPDCCH indicating downlink SPS release within the CC/subframe bundling window (Fig.3-(b)).
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· Opt. 1.1.4: Using a DAI field in a particular DL assignment as the total DAI [9] (Fig.4-(a) and (b))
· Instead of introducing the total DAI field, it is proposed that the CC-domain DAI field in a particular DL assignment is interpreted as the total DAI field. For example, the DAI field for the PDSCH scheduled cell with the lowest CC index indicates the total number of scheduled CCs in that subframe. 
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· Opt. 1.1.4A: Using a DAI field in particular (multiple) DL assignments as the total DAI [13]

· Instead of introducing the total DAI field, it is proposed that the CC-domain DAI field in particular (multiple) DL assignments, e.g., DL assignments for last n CC/subframe, indicates the total number of scheduled CCs in that CC/subframe. If the UE cannot detect n DL assignments with same value in the ‘last’ CC/subframe, the UE shall add n NACK bits at the end of the HARQ-ACK bit sequence when spatial bundling is applied. As long as DL assignments scheduling ‘last n’ CC/subframe are not missed(considered as very low possibility), the same understanding between eNB and UE is ensured. The value of n can be fixed or configured by RRC, taking the DCI robustness and DL throughput into account. n=4 in the figure is an example. 
· Another possibility is to repeat x time of DAI value from last x assignments(counter is incremental till the last x assignment). Detection scheme is similar.
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Fig.4A-(a) Tatal DAI in a subframe, Figure.4A-(b) Total DAI in CC/subframe
· Opt. 1.1.5: DAI counting rule informs UE the set of HARQ-ACK codebook sizes [10]

· The HARQ-ACK codebook size is selected from several sets of pre-configured or pre-determined sizes, each set associated with a specific DAI ordering. Depending on the number of scheduled CCs, the accumulative DAI is counted based on a specific order. A UE can determine the set of HARQ-ACK codebook sizes based on the DAI counting order. Then the UE chooses the smallest codebook from the associated set that is larger than the number of scheduled CCs and zero pads any extra bits. Due to the selection of pre-defined HARQ-ACK codebook, the ambiguity of the last scheduled CC/subframe can be resolved with very high probability if the codebook sizes are chosen properly. 
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· Opt. 1.1.5A: DAI counting rule informs UE how many CCs are scheduled

· Depending on how many CCs are scheduled, the accumulative DAI is counted based on a specific order. In case when the UE detects the number of scheduled CCs not consistent with the pre-defined DAI counting order, it implies that the UE missed the DL assignment for the last CC/subframe. By adding NACK bit(s) in the HARQ-ACK codebook, the ambiguity of the last scheduled CC/subframe can be resolved.
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· Opt. 1.1.6: UE informs eNB which HARQ-ACK codebook the UE reports [7, 10]

· UE can inform the HARQ-ACK codebook information in order to ensure the same understanding on the HARQ-ACK codebook between eNB and UE. Implicit information based on which DMRS/CRC scrambling sequence is used or explicit information such as bit-map can be considered.

· Opt. 1.1.7: Blind check by eNB on which HARQ-ACK codebook size the UE choose

· Instead of introducing additional mechanisms, it could also be possible to rely on eNB blind checking. Assuming that the same understanding between eNB and UE is not ensured, eNB checks multiple possible HARQ-ACK codebook sizes. 

· Another issue is the potential ambiguity on TM(s) of CC(s) for which UE misses the DL assignments. The number of HARQ-ACK bits for a CC is different depending on TM configured for the CC. Therefore, if CCs are configured with different TMs supporting different number of CWs, miss detection of DL assignment(s) would cause ambiguity of HARQ-ACK codebook between eNB and UE. In order to resolve this issue, following solutions were proposed in RAN1#82.

· Opt. 1.2.1: CC-domain DAI accumulates the number of CW(s) instead of the number of CC(s) [5]

· Each CC may have at most two CWs and hence, doubling the bit-width of the DAI field can indicate how many HARQ-ACK bits should be transmitted for each scheduled CC, at the cost of overhead increase in the DAI field. 

· Opt. 1.2.2: In this operation, UE performs spatial bundling on HARQ-ACK for all the CCs [5]

· Regardless of whether the TM for a CC enables to transmit 2 CWs, UE always transmit 1 HARQ-ACK bit for the CC by applying spatial bundling. 

· Opt. 1.2.3: In this operation, UE assumes 2 HARQ-ACK bits for all the CCs [11]

· Regardless of whether the TM for a CC does not require 2 HARQ-ACK bits, UE always transmit 2 bits. For a CC with TM requiring 1 HARQ-ACK bit, UE always generate NACK for the second bit. 

· Opt. 1.2.4: CCs configured with TM with 1 HARQ-ACK bit and those with TM with 2 HARQ-ACK bits are grouped separately, and the CC-domain DAI is accumulated per group basis [4]. Each CC belongs to different CC group depending on whether 1 or 2 HARQ-ACK bits needs to be transmitted. Then, within each CC group, DAI value is accumulated independently.
· Opt. 1.2.4A: 
· The CCs configured with TM with 2 HARQ-ACK bits are indexed before the CCs configured with TM with 1 HARQ-ACK bit. CC-domain DAI in CCs configured with TM with 2 HARQ-ACK bits accumulates the number of DCI(s) from the lowest indexed CC up to present CC. if spatial bundling is enabled, CC-domain DAI in CCs configured with TM with 1 HARQ-ACK bit accumulates the number of DCI(s) from the lowest indexed CC up to present CC; otherwise, it accumulates the number of CW(s) from the lowest indexed CC up to present CC. 
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Fig. 7
· Opt. 1.2.5: Configurability between Options 1.2.2 and 1.2.3

· For example, if all the CCs are configured with TMs supporting 1 CWs, or the aim is minimise uplink overhead, Opt. 1.2.2 may be preferable, while if all the CCs are configured with TMs supporting 2 CWs, or the aim is to maximise throughput, Opt. 1.2.3 may be preferable. This configurability enables to optimize operation depending on TMs among CCs configured for a UE while considering uplink overhead.
· Opt. 1.2.6: Configurability between Options 1.2.1 and 1.2.2

· This configurability enables to choose optimal operation based on payload size and/or UE channel conditions.


	


	Potential solution 2: HARQ-ACK codebook indicator [7, 12]

	Similar to the CC-domain DAI, a HARQ-ACK codebook indicator is included in each DL assignment which schedules a CC. Then, the HARQ-ACK codebook indicator indicates which HARQ-ACK codebook the UE shall determine. It can be interpreted as scheduled CC indicator, but in reality, from eNB scheduler point of view, it is not necessary to schedule all the CCs included in the HARQ-ACK codebook. The set of HARQ-ACK codebooks are pre-defined or pre-configured beforehand. Depending on the number of bits for HARQ-ACK codebook indicator, flexibility on HARQ-ACK codebook selection can be improved.
Opt. 2.1
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Opt. 2.2
In order to further improve the flexibility of HARQ-ACK codebook selection, the HARQ-ACK codebook indicator can be combined with which CC(s) PDSCH(s) is (are) scheduled can be used as additional information [12]. 
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Opt. 2.3
Since UE’s confusion of figuring out the codebook size exist due to varying TMs, the simplest solution would be just adding additional bit per CC(s).  In other words, doubling the total HARQ-ACK codebook size (Opt. 1.2.3) to all configured HARQ-ACK codebook indicator (scheduled CC sets), shown in above table.  Then, the question is: does all scheduled CCs need feedback with 2 HARQ-ACK bits?  Probably not always so.  Thus, if the number of scheduled CC(s) expecting 2 HARQ-ACK bits is less than or equal to the number of CC(s) expecting 1 HARQ-ACK bit, then, it would be beneficial in performance perspective to define some intermediate codebook sizes that represents a value between the HARQ-ACK codebook-indicator sizes (scheduled CCs set) and “doubled” HARQ-ACK codebook-indicator sizes (applicable to the above table).   
For example, there is a possibility that the eNB wants to indicate codebook size situated between 8 and 16.  This means eNB has scheduled at least one TM with 2 codewords with 8 (or 5, 6, 7) scheduled CCs in total, but majority of CCs are expecting 1 HARQ-ACK bits.  Then, codeword size of 12 is indicated/chosen by eNB and UE.  To signal the presence of intermediate codebook size indication, implicit information with CRC scrambling could be considered.
Pre-configured prioritization/grouping of CCs can be considered to determine the A/Ns feedback order within the intermediate codeword size (Opt. 1.2.4), if one or multiple DCIs expecting 2 bit feedback(s) are scheduled (if the expectation of 1 HARQ-ACK bit is the majority).  

Perhaps, more than one codebook size in between codebook indicator sets can be considered for reducing channel coding shortening overhead.
For the potential solution 2, following options could be considered for TDD case.

· Opt. 2.A:

· The HARQ-ACK codebook indicator is the same across all the CCs in all the subframes in the same bundling window.

· The UE reports a HARQ-ACK codebook based on the same set of CCs across all the subframes in the same bundling window.

· Opt. 2.B:

· The HARQ-ACK codebook indicator is the same across all the CCs in a subframe, but can change across subframes in the same bundling window.

· The UE reports a HARQ-ACK codebook based on the sets of CCs indicated for each respective subframes in the bundling window.

· Opt. 2.C:

· The HARQ-ACK codebook indicator is the same across all the CCs in a subframe, but can change across subframes in the same bundling window.

· The UE reports a HARQ-ACK codebook based on the same set of CCs for all the subframes in the same bundling window. The set of CCs is the one indicated in the assignment(s) of the last subframe.

· Opt. 2.D:

· The HARQ-ACK codebook indicator is the same across all the CCs in a subframe, but can change across subframes in the same bundling window.

· The UE reports a HARQ-ACK codebook based on the same set of CCs for all the subframes in the same bundling window. The set of CCs is the largest one indicated in the assignment(s) across subframes in the same bundling window. 


	Potential solution 3: Scheduled CC Indicator DCI

	In contrast to above potential solutions, a new DCI format could be used to indicate the exact scheduled CCs in a subframe via a bitmap of length equal to the number of configured CCs. By decoding the bitmap in the new DCI, the UE will have knowledge of number of CCs, the exact CCs, and the order of CCs that have been scheduled in one subframe. The new DCI can be transmitted in multiple CCs  (e.g. 2 or 3 or more as needed) to provide reliability. The CCs on which the UE should monitor this new DCI are configurable by the eNB. 

UE can optionally first decode this new DCI to find out the exact scheduled CCs in a given subframe, and attempt to decode PDCCH/EPDCCH only on the CCs indicated by the bitmap. This reduces the number of blind decodes for the UE.

If transmission of PUCCH is conditioned to the reception of the Scheduled CC Indicator DCI and at least one DL assignment, an additional benefit of the solution is that the issue of spurious PUCCH transmission caused by false DCI detection is essentially eliminated. This is because false detection of 2 DCI’s is extremely unlikely.

This provides a simple solution to ensure same understanding between eNB and UE regarding HARQ-ACK order, codebook size, as well as resolving the ambiguity of TMs of CCs. 


	Potential solution 4: CRC scrambling to reduce impact of error cases [14]

	If there are error cases where the eNodeB and the UE do not have the same assumption on the HARQ-ACK codebook size, the UE may encode a different number of HARQ-ACK bits than what the eNodeB assumes in the decoding. The CRC should not pass in this situation. However, the probability that the CRC passes for an error case can be significant (larger than the maximum false CRC passing probability when the eNodeB and the UE assume the same number of HARQ-ACK bits). Additional means may be needed to avoid the CRC to pass for such error cases. 

The probability of a passed CRC for an error case can be reduced by defining a set of bit masks and scrambling the CRC with a bit mask which is, e.g., determined from the HARQ-ACK codebook size or a DAI. The CRC bit mask is not used to convey any information, there would be no blind detection and the eNodeB would descramble with the one CRC bit mask corresponding to the correct HARQ-ACK codebook size.


3. Discussions (until Sept. 29th)
Companies are encouraged to provide comments/views on the potential solutions listed in Section 2.
	Company name
	Views

	DOCOMO
	For DAI-based solution, besides the usage/definition of DL DAI needs to be changed to include the CC-domain scheduling information, there are additional issues need to be solved such as the ambiguity on the ‘last’ scheduled carrier(s)/subframe(s) and TM(s) of CC(s) when DL assignment(s) is missed since the current DL DAI exists in TDD system are not sufficient to determine the HARQ-ACK codebook size. The further proposed solutions to address these issues require either adding additional DCI bit(s) or specific eNB scheduler behavior. In addition, it would be necessary to increase the number of DAI bits while how many bits are required to is still not clear. For FDD operation mode, DAI-based operation itself is a new feature and hence, these additional remedies can be introduced together with the CC-domain DAI as a unified solution. However, for TDD operation mode, the definition of existing 2-bit DAI field needs to be changed based on the number of configured CCs, and it is not clear whether there is no impact by changing DAI interpretation depending on the number of configured CCs. As such, DAI-based solution causes various side effects, and additional remedies are required for them. 

For HARQ-ACK codebook indicator (HCI)-based solution, the robustness is sufficiently ensured as long as at least one DL assignment having HCI is correctly detected. Besides, there are no ambiguities on the number of CWs and on the last CCs/subframes miss-detection issues to the HCI-based solutions. Benefit from dynamic HARQ-ACK codebook adaptation is available, although its granularity is lower than DAI-based solutions. For example, if eNB scheduler prefers to reduce the HARQ-ACK codebook size, it can limit the number of scheduled CCs and indicate it to the UE. If eNB scheduler prefers to schedule large number of CCs, it can allocate a large number of CCs and indicate it to the UE. Furthermore, existing ARI can be used as it is and existing DL/UL DAI can be used as they are without any definition change/additional bits.
For scheduled CC indicator DCI solution, the reliability of the specific bit-map DCI should be very high, since if the UE misses the bit-map DCI, the UE cannot understand on which CC(s) the PDSCH(s) is(are) scheduled. If it is assumed that the UE shall report maximum HARQ-ACK codebook if it does not detect the bit-map DCI but detect DL assignment(s), the eNB needs to perform blind check on two possible HARQ-ACK codebook sizes. Furthermore, it is not sure whether the number of blind decoding at the UE can be reduced, since both the bit-map DCI and DL assignment(s) are transmitted on the same subframe. The UE may need to perform blind decoding attempts without waiting decoding results of the bit-map DCI.

HCI-based solution and scheduled CC indicator DCI solution are similar since both aims to reduce HARQ-ACK codebook size by indicating CCs directly. The advantage of scheduled CC indicator DCI solution over HCI-based solution would be its finer granularity. If the granularity is exactly same (e.g., number of HCI bits is the same as in bit-map DCI), these two solutions have the same effect. The advantage of DAI-based solution is its full granularity of the HARQ-ACK codebook size. The question here is whether such full granularity is necessary for Rel. 13 CA. Until Rel. 12 CA, UE transmits semi-statically determined HARQ-ACK codebook for up to 5 CCs (or for up to 22 HARQ-ACK/SR bits). Network/UE would also support this case since up to 5 CCs with Rel. 12 mechanism may be configured and operated. Then, it is not clear whether Rel. 13 CA shall support HARQ-ACK codebook adaptation which targets much better flexibility. Another question is whether the probability of CC scheduling is considered as equal among all 32 CCs. It is obvious that all the 32 CCs are not in the same frequency/band. 
Therefore, it is preferred to support dynamic HARQ-ACK codebook adaptation by using HARQ-ACK codebook indicator considering the simplicity, reliability and commonality for TDD and FDD case.

	InterDigital
	The main benefit of DAI-based solutions appears to be that they allow codebook reduction to a size that exactly (or almost exactly) matches the number of A/N bits to be transmitted regardless of the combination of carriers that the network selects for scheduling. On the other hand, several problems need to be overcome to avoid cases of misalignment between the codebooks assumed by the UE and the eNB (last assignment missing, consecutive missing assignments, case of different TM’s). Such problems can be mitigated generally at the price of additional overhead, i.e. 1 additional bit to handle different TM’s, 1 or 2 additional bits for the case of last assignment missing, etc. Different solutions have been proposed to address these problems separately, but the total overhead required to address all problems in a comprehensive solution may exceed 4 bits per DCI.

The main benefit the HCI-based solution is that it is 100% robust in the sense that it guarantees codebook alignment between the UE and the eNB. At the same time, HCI-based solution allow for significant codebook reduction when the eNB schedules over a smaller set of carriers at least in the most common cases. The HCI-based solution is also quite efficient in terms of required overhead – we think that 2 bits would be sufficient to achieve sufficient codebook reduction and if the number of bits is increased to the same as what is likely to be required for DAI-based solution, the granularity would be improved without sacrificing robustness.

We think that the most common scenario that should be targeted for the design is one where a UE is generally scheduled on all or most CC’s in a subframe, but is occasionally scheduled only in a subset (due to LBT operation in the unlicensed channels, for example, or when the amount of DL data is smaller). In such scenario the vast majority of the potential gains from codebook reduction can be achieved with a finite set of possible codebooks. A solution allowing a 1-bit codebook size granularity and optimizing the size for uncommon combination of carriers would bring very little further gain. For this reason we think that the HCI-based solution is a better choice. 

If it is desired to optimize the codebook size with a 1-bit granularity, we think that the “scheduled CC DCI indicator” solution is a better choice than a DAI-based solution. In our understanding, with this solution the UE should not transmit PUCCH unless it successfully decoded the “scheduled CC DCI indicator” and at least one DL assignment. This essentially eliminates the problem of false detection of DCI since the probability of false detection of 2 DCI’s in the same subframe is extremely rare. This benefit should not be overlooked.

	Qualcomm
	In our view, the cases of ambiguity can be handled with a small change in the DAI assignment procedure without the need for additional bits in the DCI. As an example to illustrate, assume the following: 

· PUCCH Format A is used for HARQ ACK payload of 32 to 63 bits

· PUCCH Format B is used for HARQ ACK payload of 64 to 128 bits 

Then, for example, if the actual payload corresponding to the scheduled carriers is 50, nothing needs to be done because selecting other than Format A due to missed grants is very unlikely. Similarly, if the actual payload corresponding to the scheduled carriers is 63, nothing needs to be done. The only case of ambiguity in this example is when the payload corresponding to the scheduled carriers is in the range of 64…67 bits. (In this case, the UE should use Format B but due to missed grants, it may actually use Format A.)  However, the eNB knows that the number of bits is in the region of such ambiguity, and it can artificially increment DAI in order to avoid this situation.  As an example for how the eNB could do this, take the right hand side illustration below (copied from the earlier discussion).  [image: image11.emf]4, 1 4, 3 3, 4
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Fig.1-(a) CC-DAI + subframe-DAI

Fig.1-(b) Joint CC/subframe-DAI


In the right hand side, the DAI assigned (i.e. the numbers written in the blue subframes/CCs) could be modified as follows:  8(9, 9(10, 10(11, 11(13, 12(14, 13(16. So that the original DAI sequence {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13} would be replaced by {1, 2, 3, 4, 5, 6, 7, 9, 10, 11, 13, 16}.  This way, the number of ACK/NAK bits assumed by the UE can be simply increased and the region of ambiguity can be avoided by the eNB.  The UE would insert some NAK for CCs on which there was no actual data transmission for the UE. The PUCCH format would not change. This operation is mostly transparent to the UE. 

	
	The motivation for dynamic HARQ ACK codebook size is to reduce UL overhead compared to using a codebook based on the number of configured CCs. The currently proposed solutions achieve this reduction at the cost of some downlink overhead and potentially some small probability of ambiguity in understanding of the codebook size between eNB and UE, and potentially some scheduling restrictions. As well as the codebook size, the eNB and UE should also have a common understanding of the mapping between transmitted ACK bits and CCs (or more precisely, codewords). 
Therefore solutions should be assessed on the basis of the following (in approximately decreasing order of importance):-

1. Reduction in uplink overhead compared a fixed codebook (which as a target should be significant from a system perspective over the full range of CC configurations, and all reasonable DCI BLER and PDSCH traffic models)

2. Additional downlink overhead (which as target should be small from a system perspective, e.g. a few percent of total DCI overhead) 

3. Applicability for both FDD and TDD

4. Impact of any ambiguity in understanding between eNB and UE 
5. Reduction in throughput (e.g. due to spatial bundling)

6. Complexity at the eNB and UE

7. Need for any scheduling restrictions (e.g. using codebook indicator)
Note that the traffic characteristics might include cases where different CCs are scheduled with different probabilities and where the number of CCs scheduled varies considerably between subframes.

On the basis of such criteria the following are proposed (from R1-155153):
1.
It should be possible for the eNB to configure a fixed HARQ ACK codebook size (e.g. corresponding to the number of configured CCs) (Option 0)

2.
If a CC-domain DAI-based scheme is adopted: 

a.
2 bits per CC are sufficient.

b.
The direction of counting should be used to indicate the codebook size (or as a special case, the number of CCs scheduled) (Option 1.1.5 or 1.1.5A) 

c.
The potential ambiguity of 1 or 2 HARQ ACK bits per CC should be addressed by a scheme which allows different numbers of HARQ ACK bits per CC in the same subframe (such as Option 1.2.4).

3.
If a CC-domain DAI based scheme is not adopted then it should be possible for the eNB to send the UE a bit map of scheduled CCs. (Option 3)   

There appears to be no major difficulty in extending the solutions proposed above for TDD.

	Huawei, HiSilicon
	It is a straightforward solution that both counter DAI and total DAI are used for dynamic HARQ-ACK codebook determination in order to resolve the DL assignment missing issues, similarly as already applied in Rel-10 TDD CA system. Both Counter DAI and total DAI count the number of codewords in case of no spatial bundling, and count the number of both carriers and subframes in case of spatial bundling. This resolves issues of ambiguity due to missing DCIs indicating one or two codewords.

It is expected that DAI-based solutions allows codebook reduction to a size that exactly (or almost exactly) matches the number of A/N bits to be transmitted without strict scheduling restriction. Please note that additional 2-bits overhead in each DL assignment is not an issue because that the same PDCCH aggregation level could be used even if additional 2 bits are added into the DCI.

Regarding HCI-based solution, massive unnecessary NACK bits are needed for the carriers in the pre-configured CC set if a small fraction of carriers in CC set is scheduled(the possibility is high, please refer to figure 1 and 2 in our contribution R1-153771), which will increase UL overhead and impact the HARQ-ACK performance. However, the main motivation for introducing dynamic codebook is to reduce UL overhead and improve the HARQ-ACK performance. The reduction of HARQ-ACK bits may also require scheduling restrictions such that only carriers from one pre-defined codebook are scheduled. It is unclear how this works with LAA carriers. Therefore, we do not think the HCI based solution is appropriate for dynamic HARQ-ACK codebook.

In summary, we prefer DAI based solutions considering the minimal UL overhead, better HARQ-ACK performance, negligible DL overhead, no strict scheduling restrictions, and almost common solution for TDD and FDD case.



4. Summary of email discussion
In this email discussion, potential solutions to support dynamic HARQ-ACK codebook adaptation were extensively discussed. Companies have different priorities on UL/DL overhead increase/reduction, robustness, flexibility, complexity, etc, and hence no conclusion was achieved. 
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Ascending DAI ordering implies that the codebook size belongs to the set {24, 40, 56, …}. 


Descending DAI ordering implies that the codebook size belongs to the set {32, 48, 64, …}.


Left: It is assumed that each CC requires two HARQ-ACK bits, so that 56 HARQ-ACK bits are required. 


Right: It is assumed that each CC requires two HARQ-ACK bits, so that 46 HARQ-ACK bits are required, which are padded to 48 bits 
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