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1. [bookmark: Source]Introduction
In RAN1#82, many agreements regarding the DL channel access framework for single carrier were agreed [1]. 
In this contribution, we discuss the remaining issues for single carrier particular regarding the contention window adaptation and DL LBT priority class. 

2. [bookmark: _Ref410047471][bookmark: OLE_LINK3][bookmark: OLE_LINK4][bookmark: OLE_LINK10][bookmark: OLE_LINK11]Contention window size adaptation

The following agreements regarding the CWS adjustment were made in RAN1#81. 
For contention window size adjustment for LBT category 4 operation for PDSCH, the following options should be studied further
· For LBT Category 4 operation for PDSCH, the CWS (contention window size) is adjusted based on  HARQ ACK/NACK feedback
· FFS on the details of how to use the HARQ ACK/NACK feedback. More details on the procedure should be provided as much as possible within RAN1#82
· For LBT Category 4 operation for PDSCH, the CW size is adjusted based on the eNB medium sensing based metrics
· The following options have been identified to derive the metric
· Option 1: Number of busy periods between transmissions 
· A busy period is the total time the channel is occupied between two idle CCA slots 
· Option 2: Number of idle slots (or) ratio of the number of idle to busy slots within a defined observation window
· FFS on the details for the two options above. More details on the procedures should be provided as much as possible within RAN1#82

The detailed CW adjustment implementations and options based on HARQ-ACK feedback and eNB sensing are given as follows after the email discussions following RAN1#81.
HARQ-ACK based:
For CWS adjustment based on HARQ-ACKs, the considered set of HARQ-ACK feedback values is defined as the following: 
· HARQ-ACK values candidate set: The set of HARQ-ACK feedback values considered for adapting the contention window size correspond to the HARQ-ACKs that are decoded and available at the time when the contention window size (CWS) is determined.
The following options are considered for adapting the CWS based on the set of considered HARQ-ACK feedback values: 
· Option 1: The CWS is increased if all of the considered HARQ-ACK feedback values corresponding to a single subframe (e.g. the latest DL subframe or the first DL subframe of the latest DL transmission burst) are NACK. Otherwise, the CWS is reset to the minimum value.
· Option 2: The CWS in increased if at least one of the considered HARQ-ACK feedback values corresponding to a single subframe (e.g. the latest DL subframe or the first DL subframe of the latest DL transmission burst) is NACK. Otherwise, the CWS is reset to the minimum value.
· Option 3: The CWS is increased if at least Z% of the HARQ-ACK feedback values within a predefined window are NACK. Otherwise, the CWS is reset to the minimum value.
· FFS on timing and size of the window
In addition, the CWS is reset to the minimum value if at least one of the following conditions are met:
· Alt 1: if the maximum CWS is used for K consecutive eCCA  for transmission e.g. K=1 or2 or 3. FFS on K 
· Alt 2: if there has been no DL transmission by the eNB for a duration  of at least T . FFS on T.
· FFS on other alternatives 

eNB sensing based:
For LBT Category 4, contention window size (CWS) adaptation is based on observation of busy and idle slots at the eNB in an observation window. The following options are considered for adapting the CWS
–      Option 1: Metric = Number of busy periods
–      Option 2: Metric = Number of busy slots
•       Adaptation rule
–      If the metric is larger than a threshold, then increase the CW size
–      If the metric is smaller than a threshold, then reduce (or reset) the CW size
–      Threshold
•       Threshold can be predefined value or derived from current CWS value or properties of the observation window 
•       Observation window
–      Option A: The time between two DL PDSCH transmissions 
–      Option B: The time between the random ECCA counter is drawn and the time when the counter reaches zero (or) the time that the packet is transmitted
–       Note: for both options, the observation window may exclude the time period that the eNB voluntarily freezes the counter during the ECCA procedure or when the eNB is not sensing the channel.
•       There may be other conditions under which CW size is reset to minimum (e.g. buffer is flushed etc.)

 The adaptation of contention window size is intended to address the collision between the nodes that are within each other’s sensing range. Larger contention window size should be used when there is a large number of nodes contending for channel. Below we give our views on HARQ ACK based and eNB sensing based solution respectively. 
2.1. [bookmark: OLE_LINK8][bookmark: OLE_LINK9]HARQ ACK based solution
For this solution, LAA borrows the ACK/NACK-based mechanism from Wi-Fi. However, since LAA system is based on LTE system, which is very different from Wi-Fi system, there are many potential issues for using this solution for LAA. Particularly, LAA uses hybrid automatic repeat request (HARQ) and typically implements a closed-loop link adaptation at the eNB for each UE to maintain a certain initial block error rate (IBLER) after the first transmission. A typical value of IBLER is 10%. The assigned MCS is adapted based on CSI feedback and ACK/NACK feedback to converge to the pre-configured IBLER value. Therefore, the ACK/NACK feedback does not necessarily reflect the collision status of the transmissions, especially in the following scenarios:
· LTE has fast CSI feedback. If the CSI is measured based on a collision status, i.e., it has already taken into account the interference from a colliding node, then MCS selection will be based on the updated CSI and the ACK/NACK cannot reflect whether the collision has occurred.
· The closed-loop link adaptation may also adjust for any excessive BLER and choose lower MCS. So the BLER would be improved with closed-loop link adaptation and may not reflect the actual collision conditions.
· When the BLER statistics is used instead of a single ACK/NACK, the BLER may be measured based on ACK/NACKs received from multiple UEs and these UEs may experience different collision condition.  Thus, BLER may give misleading information. 

Therefore, it is desirable to consider enhanced ACK/NACK based trigger mechanism or alternative one for contention window size adaptation. For this option, one enhancement could be only taking the ACK of the first HARQ transmission into consideration, and the error rate is defined as the ratio between the number of NACKs and the number of NACKs plus the number of ACKs received for the first HARQ transmission. This is intended to provide an estimate for the initial BLER, while also capturing the errors from HARQ re-transmissions (likely due to collision). This error rate is compared to predefined thresholds to trigger the contention window size adaptation, e.g. when to double or reset the contention window size. The thresholds can be set based on the target initial BLER. Furthermore, there could be very limited or even no valid ACK/NAK statistics can be obtained in the latest channel occupancy time (e.g., majority or all HARQ feedbacks are from re-transmissions). In this case, weighted historical statistics across multiple durations of channel occupancy can be used to collect more statistics. 
Alternatively, if all or at least one of the considered HARQ-ACK feedback of the first HARQ transmission corresponding a subframe are ACK, the CWS could be increased. Otherwise the CWS is reset to the minimum value. If the selected subframe happens to transmit only re-transmissions without new HARQ transmission, the HARQ-ACK feedback corresponding to its adjacent subframes could be used as CWS adaptation metric. 

Proposal 1: For ACK/NACK based mechanism, the ratio between the number of NACKs and the number of NACKs plus the number of ACKs received for the first HARQ transmission can be used as CWS adaptation metric. Alternatively, all or at least one of the HARQ-ACK feedback of the first HARQ transmission corresponding to a subframe or a transmission burst can be used as metric. 

2.2. eNB sensing based solution

For this option, the channel sensing based collision metric is used as the trigger the contention window size adaptation. Note that option A defined in [4] is also based on channel sensing results, but it has a very different eCCA procedure from the agreed assumption for Cat 4.  Since the contention window size adaptation is to address the collision on the channel, the critical issue is how to define a collision metric based on the channel sensing results. The most direct metric would be whether a collision has happened, or the collision probability. However these metrics cannot be directly measured. 

Consider an ideal scenario where there are N nodes contending for the channel using the same contention window size q and they are all within each other’s sensing range. When one node starts the transmission, the probability that this transmission collides with the transmission from at least one other node is given by . We can use this equation to roughly estimate the collision probability in a real system given the number of contending nodes N.
For a node to estimate the number of contending nodes, the node can count the number of busy periods that occur between two transmission bursts. A busy period is the total time the channel was found occupied (or busy) in between two unoccupied (or free) ECCA slots based on the channel sensing results, which is also defined as “busy slot” in Option A in EN 301 893 v1.8.0. Each busy period should be a result of a transmission burst from one or more other contending nodes. Assuming that all the contending nodes have similar chance to access the channel, the number of busy periods can be taken as an approximation of the number of other contending nodes on the channel, and the collision probability can be calculated using this number.
The calculated collision probability can then be compared to predefined thresholds to trigger the contention window size adaptation. This is equivalent to using the number of busy periods as the metric, while having the thresholds dependent on the current contention window size.
Proposal 2: For eNB sensing based mechanism, the number of busy periods should be used as the metric, and the thresholds can be determined based on current contention window size using the formula for the estimated collision probability. 

Both the HARQ-ACK based and the eNB sensing based trigger mechanisms were evaluated in our companion contribution [5]. Both mechanisms appear to provide good coexistence performance with Wi-Fi. But we have only simulated a limited number of cases/scenarios. As explained above, HARQ-ACK based mechanism has some fundamental issues, so we prefer to adopt the eNB sensing based mechanism, or to support both.

3. Handling of multiple LBT priority classes

Wi-Fi system has defined four access categories (ACs), each of which is characterized by a set of access parameters (contention window size, AIFSN, TXOP) that statistically prioritize channel access for one AC over another. An instance of each AC’s access parameters operates when the queue corresponding to the AC is non-empty. 
Considering different types of QoS traffic that may be sent over LAA carriers, it is reasonable for LAA to provision different LBT priority classes corresponding to different QoS classes, similar to Wi-Fi. This will ensure the fair coexistence between LAA and Wi-Fi. In RAN1#82 and in the following email discussion, four LBT priority classes have been proposed for LAA, and they are defined in a similar way as in Wi-Fi. In LTE, a total of 9 Quality Class Identifier (QCI) and 8 data raido bearers have been defined, wherein each QCI is characterized by priority, packet delay budget and acceptable packet loss [6]. Assuming LAA supports 4 LBT priority classes, there is a need to map each QCI value to the defined LBT priority classes. That is, a mapping relationship between QCIs and LBT priority classes is required. One QCI could be mapped to one pre-defined LBT priority class, or one of the multiple LBT priority classes allowed by the specifications. This mapping could be pre-defined or configured (with possible default configuration). The detailed mapping design should be left to RAN2 discussion.  
Proposal 3: The mapping between QCI and LBT priority class should be defined in order for LAA to support different QoS over unlicensed carriers. The detailed mapping should be determined in RAN2. 

Different from Wi-Fi system, LTE scheduler is able to multiplex different QoS traffics in one subframe for different UEs or the same UE. Hence when the DL transmission burst contains multiple traffic types corresponding to different LBT priority classes, a single LBT priority class is required to be used when performing channel access. Basically, there are two possible alternatives. 
· Alt. a: the lowest priority is used to choose the LBT parameters
For this alternative, the intention is not to allow the low priority data to abuse the high priority LBT parameters. Generally this alternative could ensure good fairness with Wi-Fi in many scenarios. For example, lower LBT priority would be used when high and low priority traffic are multiplexed for LAA, meanwhile for LAA the low LBT priority is used in case of only low priority traffic accessing the channel. This at least ensures that the low priority traffic in LAA would not have higher LBT priority than the same priority traffic in Wi-Fi.
For LAA, when traffic with different LBT priority classes is available to be transmitted, there are two choices for the eNB:
· The eNB multiplexes these different types of traffic and use lower LBT priority.
· Or, the eNB schedules only the traffic with the highest priority and use the corresponding high LBT priority.
[bookmark: OLE_LINK20][bookmark: OLE_LINK21]However, for the first case, the higher priority traffics could not be transmitted quickly enough (as required by its corresponding QoS requirements) due to the selected low LBT priority. On the other hand, the latter choice could result in some inefficiency. For example, assuming voice and best effort data are multiplexed in the system, since voice packets are small, it is quite likely that they won’t be able to completely fill a TTI and leave some unused PRBs. This alternative would prevent the eNB from filling these unused resources with BE data (even though the burst length can be kept the same) if the eNB wants to use the high LBT priority. This simply results in the waste of resources. Note that this waste of resource does not just degrade LAA’s performance, and it will also degrade the performance of all the other nodes sharing the channel. 

· Alt. b: the highest priority is used to choose the LBT parameters

In this alternative, the highest priority could be used to select LBT parameters when different types of traffic are multiplexed. Without any special handling, it could give undesirable advantage to LAA over Wi-Fi for the traffic with the same priority, because the LAA traffic can potentially be piggybacked with other higher priority traffic, thus taking advantage of the higher priority LBT parameters.
To address this issue, the transmission opportunity (TXOP) can be introduced as another parameter into LBT priority class, which restricts the maximum period during which the eNB may transmit data of a particular traffic class in a transmission burst. 
In fact, including TXOP in the parameters for each LBT priority class is not a new concept. It is already present in Wi-Fi to promote resource fairness in that all devices accessing the network with different class of traffic will on average receive the same amount of air time. That means, the TXOP of higher priority traffic would be smaller than the TXOP of lower priority traffic. The TXOP should also fulfill the regulation requirement in different region. Table 1 gives such an example.
Including TXOP allows more flexibility in terms of handling the multiplexing of traffic with different priorities without causing coexistence issue. Assuming voice and BE data are multiplexed in the system, the higher LBT priority can be used but with shorter TXOP. Of course, the eNB still has the freedom to choose the lower LBT priority with longer TXOP. In either case, it would not cause coexistence issues to other nodes, but allows a better and a more efficient handling of traffic multiplexing. Therefore we propose Alt b is adopted for LAA.
Proposal 4: Include TXOP into the parameter list for each LBT priority, and choose the LBT parameters corresponding to the highest priority when data with multiple LBT priorities are multiplexed into the same transmission burst. 

Table 1 Recommend LAA LBT parameters with QoS
	LBT priority class
	Priority
	CWmin
	CWmax
	n
	TXOP

	1
	Highest
	3
	7
	1
	2 ms

	2
	Next highest
	7
	15
	1
	3 ms

	3
	Typical
	15
	63
	3
	4 ms

	4
	Lowest
	15
	1023
	7
	10 ms (4 in Japan)



Regardless of whether Alt. a or Alt. b is adopted, the CWS adaptation should also consider the case of multiplexing multiple types of traffic in a transmission burst.
The most straightforward approach (option 1) is to reuse the Wi-Fi principle, and update the CWS based on the trigger only for the LBT priority class (LPC) that has been used. However, since the CWS for different LPC is updated independently, it could occur that the CWS for a higher indexed priority class (lower priority) is smaller than a lower indexed priority class (higher priority), which would be counter-intuitive.
One simple solution to address this issue is to have all the LPCs update their CWSs based on the result from CWS trigger, regardless of which LPC has been used for accessing the channel. We call this “option 2”.
Figure 1 shows an example of this solution. Assuming the highest priority traffic in Burst 1, Burst 2 and Burst 3 are LPC1, LPC2, and LPC1 respectively. For Burst 1, the CWS of LPC1, LPC2, LPC3 and LPC4 is 3, 7, 15 and 15, and CWS of LPC1 is selected as the LBT contention window size. Before the LBT operation for 2nd transmission burst, CWS is triggered to be doubled. Then, all CWS of LPC1, LPC2, LPC3 and LPC4 will be doubled to be 7, 15, 31 and 31. CWS of LPC2 (CWS_LPC2=15) will be used in the transmission Burst 2. Before the LBT operation for 3rd transmission burst, CWS is triggered to be reset. Then all CWS of LPC1, LPC2, LPC3 and LPC4 will be rest to 3, 7, 15 and 15. And CWS of LPC1 (CWS_LPC1=3) will be used in this transmission burst.


Figure 1: Example of LBT operation for option 2
However, it is questionable whether the CWS for all the LPCs should be doubled (or decrease) when it is only known one of the LPCs should double (or decrease) its CWS.
So an enhanced solution (option 3) is to selectively update the CWS for certain LPCs.
· When there is a trigger to double the CWS, any LPC with the CWS value no greater than the CWS of the used LPC should double its CWS, upper bounded by CWmax for each LPC. This typically includes all the LPCs that have higher priority than the used LPC. This is based on the rationale that if a certain CWS is considered to be too small based on trigger, any CWS smaller than this value should be updated.
· When there is a trigger to reset or decrease the CWS, the CWS for the used LPC should be reset or decreased. Moreover, any other LPC that has a larger CWS than this updated value should be set to this value, lower bounded by CWmin for each LPC.
Figure 2 shows such an example.
Among these three options, option 2 is quite simple but may not have reasonable behavior in some cases. So this option should not be considered further.
Option 1 is simple and option 3 provides some additional enhancements on top of option 1. So both option 1 and option 3 can be considered further.






Figure 2: Example of LBT operation for option 3

Proposal 5: The contention window size update for the LBT priority class that has been used, and possibly plus some other selective LBT priority classes, should be considered.
4.  Conclusion
In this contribution, we discuss CWS adjustment and LBT priority class for LAA DL, and make the following observations and conclusions. 
Proposal 1: For ACK/NACK based mechanism, the ratio between the number of NACKs and the number of NACKs plus the number of ACKs received for the first HARQ transmission can be used as CWS adaptation metric. Alternatively, all or at least one of the HARQ-ACK feedback of the first HARQ transmission corresponding to a subframe or a transmission burst can be used as metric. 
Proposal 2: For eNB sensing based mechanism, the number of busy periods should be used as the metric, and the thresholds can be determined based on current contention window size using the formula for the estimated collision probability. 
Due to some fundamental issues for ACK/NACK based mechanism in LAA, we prefer to use eNB sensing based mechanism, or both can be supported.
Proposal 3: The mapping between QCI and LBT priority class should be defined in order for LAA to support different QoS over unlicensed carriers. The detailed mapping should be determined in RAN2. 
Proposal 4: Include TXOP into the parameter list for each LBT priority, and choose the LBT parameters corresponding to the highest priority when data with multiple LBT priorities are multiplexed into the same transmission burst. 
Proposal 5: The contention window size update for the LBT priority class that has been used, and possibly plus some other selective LBT priority classes, should be considered.
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