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1. Introduction
In RAN1#82, the following agreements were achieved [1].

	Agreements:
· HARQ-ACK codebook size is dynamically determined
· To ensure same understanding between eNB and UE regarding the HARQ-ACK codebook (including HARQ-ACK order and size)

· FFS, eNB transmits signaling in DL assignment: 

· FFS: Detailed signaling, e.g., 

· Counter DAI only
· FFS: Whether DAI can be not consecutive
· A Counter DAI and a Total DAI

· Combined DAI carrying either Counter or Total, based on the order of scheduling

· HARQ-ACK codebook indicator to indicate the possible carriers
· Note: Other alternatives are not precluded
· FFS: Additional UL signaling to indicate HARQ ACK codebook size

· FFS: PUCCH format adaptation


The target of the email discussion under [82-03] is to identify potential solution candidates for HARQ-ACK codebook determination. This contribution reviews the candidate methods proposed under [82-03]. 
2. Views on potential solution candidates from [82-03] email discussions
Basically, candidate solutions should fulfil the following objectives:
a) No error case or sufficiently low (e.g. ~1e-6 or less) probability of error case
b) No scheduling restriction or limited scheduling restriction
c) Minimization of HARQ-ACK overhead (PUSCH resources, PUCCH transmission power)
d) No negative impact on HARQ-ACK BLER
Based on the above principles, the attributes for each potential solution candidate are subsequently discussed (our views are inserted under each option).
	Potential solution 1: CC-domain DAI

	CC-domain DAI is included in each DL assignment which schedules a CC. In FDD (i.e., FDD PUCCH Cell), the CC-domain DAI denotes the accumulative number of PDCCH/EPDCCH(s) with assigned PDSCH transmission(s) and PDCCH/EPDCCH indicating downlink SPS release from the scheduled CC having the lowest CC index up to the present CC in the PUCCH CG. UE can detect PDCCH/EPDCCH miss detections by the CC-domain DAI (except for the scheduled CC having the largest CC index). As in legacy TDD operation, the bit-width of CC-domain DAI can be reduced by introducing modulo operation. In this case, miss detections of the PDCCH/EPDCCHs with equal to or more than 2x consecutive DAI indices are no longer detectable by the UE, where x denotes the bit-width of the CC-domain DAI. According to the survey, x=2 is the majority so far. In TDD (i.e., TDD PUCCH Cell), there are multiple approaches for CC-domain DAI. One way is to define CC-domain DAI field which is independent from existing 2-bit DAI field [2] (Fig. 1-(a)). In this case, DAI value accumulations are carried out in CC-domain and subframe-domain separately. Another way is to define joint CC/subframe DAI field which accumulates across CC-domain and subframe-domain [3-5] jointly (Fig. 1-(b)). As the joint CC/subframe DAI field, existing 2-bit DAI field can be re-used. 
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For this solution, some issues have been identified, and additional solutions have been proposed accordingly as following (for simplicity, joint CC/subframe-DAI is assumed below).

· As described above, UE is not aware of PDCCH/EPDCCH miss detection for the last CC/subframe. Therefore, probability of miss understanding between eNB and UE cannot be lower than the probability of PDCCH/EPDCCH miss detection of the last CC/subframe. In order to resolve this issue, following options were identified in RAN1#82.

· Opt. 1.1.1: Adding 1-bit last downlink assignment indicator (LDI) [6-7] (Fig.2-(a))

· The LDI can be used to indicate whether the DL assignment schedules ‘last’ CC/subframe within a bundling window. This was originally proposed as a solution to realize time-domain HARQ-ACK bundling in TDD [6], but would be usable to resolve the miss detection problem of the ‘last’ CC/subframe. If the UE cannot detect the DL assignment whose LDI indicates the ‘last’ CC/subframe, the UE shall add one/two NACK bits at the end of the HARQ-ACK bit sequence. As long as DL assignments scheduling ‘last two’ CC/subframe are not missed, the same understanding between eNB and UE is ensured. 

· Opt. 1.1.1A: Adding 1-bit last counter-DAI group indicator (LDGI)
· The LDGI can be used to indicate whether the DL assignment belongs to ‘last’ counter-DAI group within a bundling window where the DAI group, for example, can be defined as a counter-DAI sequence of {00, 01, 10, 11}. If the UE cannot detect the DL assignment whose LDGI indicates the ‘last’ DAI group, the UE can add NACK bits for a DAI sequence corresponding the ‘last’ DAI group, at the end of the HARQ-ACK bit sequence.
Comments on Opt. 1.1.1: Further discussion is needed on whether 1-bit or 2-bits are preferable for LDI considering the trade-off between reliably determining the number of ‘last’ missed PDCCHs and the additional bit in the DCI formats. 1-bit can be OK if the network targets a somewhat smaller BLER for the “last” PDCCHs. Moreover, for TDD, scheduler restrictions/predictions may be required. 
Comments on Opt. 1.1.1A: This option increases HARQ-ACK overhead as the UE will need to feedback HARQ-ACK information for more PDCCHs than actually transmitted. It can also lead to HARQ-ACK payload ambiguity between the UE and the eNB when the PDSCH TM can be for either one data TB or two data TBs and spatial bundling is not mandated. Moreover, for TDD, scheduler restrictions/predictions will be required. 

· Opt. 1.1.2: Adding 2-bit forward downlink assignment indicator (FDI) [8] (Fig.2-(b))

· LDI cannot resolve the case when the UE misses two DL assignments for the ‘last two’ CC/subframe. The FDI is the multiple-bit version of the LDI such that the robustness is achieved.
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Comments on Opt. 1.1.2: This option is functionally equivalent to Opt. 1.1.1. Reliability in determining missed ‘last’ DL assignments is ensured. The HARQ-ACK codebook size is “exact” and minimized. TDD related scheduler restrictions remain applicable. 
· Opt. 1.1.3: Adding total DAI field [3-4]

· Total DAI field indicates the total number of CC/subframes with PDSCH transmissions and with PDCCH/EPDCCH indicating downlink SPS release to the corresponding UE within the bundling window. For TDD (i.e., TDD PUCCH Cell), two different counting rules can be considered [3]; total DAI indicates the total number of CCs with PDSCH transmissions and with PDCCH/EPDCCH indicating downlink SPS release within the subframe (Fig.3-(a)), or it indicates the total number of CCs with PDSCH transmissions and with PDCCH/EPDCCH indicating downlink SPS release within the CC/subframe bundling window (Fig.3-(b)).

[image: image3.emf]8, 8 23, 10 28, 5

22, 10

7, 8 21, 10

6, 8 13, 5

12, 5 27, 5

5, 8 20, 10 26, 5

19, 10

4, 8 11, 5 18, 10

10, 5 17, 10

3, 8 9, 5 16, 10

2, 8 15, 10 25, 5

1, 8 14, 10 24, 5

Subframe

CC index

Subframe

CC index

Fig.3-(a) Total DAI in a subframe

Fig.3-(b) Total DAI in CC/subframe

8, 28 23, 28 28, 28

22, 28

7, 28 21, 28

6, 28 13, 28

12, 28 27, 28

5, 28 20, 28 26, 28

19, 28

4, 28 11, 28 18, 28

10, 28 17, 28

3, 28 9, 28 16, 28

2, 28 15, 28 25, 28

1, 28 14, 28 24, 28

DAI, Total DAI in a subframe DAI, Total DAI in CC/subframe


Comments on Opt. 1.1.3: For FDD, per bundling window or per subframe total DAI are equivalent and both can ensure same understanding between the eNB and the UE for the HARQ-ACK codebook size and that the size is the minimum one. For TDD, per-subframe total DAI is preferable as it avoids scheduler restrictions. It is possible that the eNB transmits a small number (e.g. less than 4) DL DCI formats in a subframe and the UE fails to detect all corresponding PDCCHs – this can be resolved by eNB implementation for example through a few additional decoding operations and CRC checks or by targeting smaller BLER for ‘last’ PDCCHs, etc.  
· Opt. 1.1.4: Using a DAI field in a particular DL assignment as the total DAI [9] (Fig.4-(a) and (b))
· Instead of introducing the total DAI field, it is proposed that the CC-domain DAI field in a particular DL assignment is interpreted as the total DAI field. For example, the DAI field for the PDSCH scheduled cell with the lowest CC index indicates the total number of scheduled CCs in that subframe. 
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Comments on Opt. 1.1.4: This option is not preferable as the UE may fail to detect the DCI format that includes the total DAI.
· Opt. 1.1.4A: Using a DAI field in particular (multiple) DL assignments as the total DAI [13]

· Instead of introducing the total DAI field, it is proposed that the CC-domain DAI field in particular (multiple) DL assignments, e.g., DL assignments for last n CC/subframe, indicates the total number of scheduled CCs in that CC/subframe. If the UE cannot detect n DL assignments with same value in the ‘last’ CC/subframe, the UE shall add n NACK bits at the end of the HARQ-ACK bit sequence when spatial bundling is applied. As long as DL assignments scheduling ‘last n’ CC/subframe are not missed(considered as very low possibility), the same understanding between eNB and UE is ensured. The value of n can be fixed or configured by RRC, taking the DCI robustness and DL throughput into account. n=4 in the figure is an example. 
· Another possibility is to repeat x time of DAI value from last x assignments (counter is incremental till the last x assignment). Detection scheme is similar.
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Fig.4A-(a) Tatal DAI in a subframe, Figure.4A-(b) Total DAI in CC/subframe
Comments on Opt. 1.1.4A: This option is not preferable as it cannot ensure the same understanding between eNB and UE on the HARQ-ACK bits ordering in case either one data TB or two data TBs are transmitted and HARQ-ACK spatial domain bundling is not default in the system operation. Moreover, it is possible that DCI formats conveying the total DAI can be missed (although eNB implementation means remain applicable to address such cases).
· Opt. 1.1.5: DAI counting rule informs UE the set of HARQ-ACK codebook sizes [10]

· The HARQ-ACK codebook size is selected from several sets of pre-configured or pre-determined sizes, each set associated with a specific DAI ordering. Depending on the number of scheduled CCs, the accumulative DAI is counted based on a specific order. A UE can determine the set of HARQ-ACK codebook sizes based on the DAI counting order. Then the UE chooses the smallest codebook from the associated set that is larger than the number of scheduled CCs and zero pads any extra bits. Due to the selection of pre-defined HARQ-ACK codebook, the ambiguity of the last scheduled CC/subframe can be resolved with very high probability if the codebook sizes are chosen properly. 

[image: image6]
Comments on Opt. 1.1.5: This option is not preferable as it can often result to a larger HARQ-ACK payload size than necessary (on average, by approximately 8 bits). In typical use cases, the relative increase is in the order of 10%-20%. This translates to a corresponding increase in UE power consumption (and likelihood of HARQ-ACK bundling) in the PUCCH and a corresponding increase in RE overhead and data puncturing in the PUSCH. 
· Opt. 1.1.5A: DAI counting rule informs UE how many CCs are scheduled

· Depending on how many CCs are scheduled, the accumulative DAI is counted based on a specific order. In case when the UE detects the number of scheduled CCs not consistent with the pre-defined DAI counting order, it implies that the UE missed the DL assignment for the last CC/subframe. By adding NACK bit(s) in the HARQ-ACK codebook, the ambiguity of the last scheduled CC/subframe can be resolved.
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Comments on Opt. 1.1.5A: This option has robustness/ambiguity issues as the UE can miss the last 2 or 3 DL DCI formats. eNB implementation means can again be used.
· Opt. 1.1.6: UE informs eNB which HARQ-ACK codebook the UE reports [7, 10]

· UE can inform the HARQ-ACK codebook information in order to ensure the same understanding on the HARQ-ACK codebook between eNB and UE. Implicit information based on which DMRS/CRC scrambling sequence is used or explicit information such as bit-map can be considered.
Comments on Opt. 1.1.6: This option is not preferable as it would require highly reliable UE feedback and a lower HARQ-ACK BLER target for the combined BLER to be in the order of 1%. Further, for explicit signalling, if separate coding between the explicit codebook size and the HARQ-ACK payload applies, the transmission power is likely to be determined by the BLER requirements for the signalling of the codebook size that is unlikely to have similar coding gains as for the HARQ-ACK codeword. For joint coding, eNB hypothesis testing is needed but this also removes the need to signal the codebook size. Implicit signalling based on the DMRS scrambling sequence also seems to require eNB hypothesis testing but the step of additional channel estimation and/or energy detection associated with different DMRS scrambling sequences can be unreliable (energy detection) or unnecessary (multiple channel estimates). Using different CRC scrambling sequence seems not meaningful as for the CRC test to pass, the eNB needs to decode the correct HARQ-ACK payload. Also, CRC scrambling effectively reduces the CRC length (e.g. to 6 bits) and this creates other reliability problems.   
· Opt. 1.1.7: Blind check by eNB on which HARQ-ACK codebook size the UE choose

· Instead of introducing additional mechanisms, it could also be possible to rely on eNB blind checking. Assuming that the same understanding between eNB and UE is not ensured, eNB checks multiple possible HARQ-ACK codebook sizes.
Comments on Opt. 1.1.7: This option is the simplest as it minimizes specification impact, avoids additional overhead in DCI formats (except for a counter DAI in FDD), ensures robustness, and does not require new UE signalling or new eNB functionality. Only a counter DAI is needed. The additional eNB complexity is significantly smaller than the Rel-8 UE PDCCH/TBCC decoding complexity, at least one order of magnitude smaller than the PDCCH/TBCC decoding complexity of a Rel-10 UE with CA over 5 cells, and likely even smaller than the expected PDCCH/TBCC complexity for an eCA UE. It is noted that the eNB performs several TBCC decodings (e.g. for A-CSI) and an eCA eNB will perform additional ones for P-CSI and HARQ-ACK – this implies a minimal relative increase in the number of TBCC decodings. Also, it is possible for an eNB implementation to entirely avoid any additional TBCC decoding by targeting a smaller BLER for the “last” PDCCH relative to the other PDCCHs. 
· Another issue is the potential ambiguity on TM(s) of CC(s) for which UE misses the DL assignments. The number of HARQ-ACK bits for a CC is different depending on TM configured for the CC. Therefore, if CCs are configured with different TMs supporting different number of CWs, miss detection of DL assignment(s) would cause ambiguity of HARQ-ACK codebook between eNB and UE. In order to resolve this issue, following solutions were proposed in RAN1#82.

· Opt. 1.2.1: CC-domain DAI accumulates the number of CW(s) instead of the number of CC(s) [5]

· Each CC may have at most two CWs and hence, doubling the bit-width of the DAI field can indicate how many HARQ-ACK bits should be transmitted for each scheduled CC, at the cost of overhead increase in the DAI field. 
Comments on Opt. 1.2.1: This option can solve the TM ambiguity issue by using a 3-bit DAI field.

· Opt. 1.2.2: In this operation, UE performs spatial bundling on HARQ-ACK for all the CCs [5]

· Regardless of whether the TM for a CC enables to transmit 2 CWs, UE always transmit 1 HARQ-ACK bit for the CC by applying spatial bundling. 
Comments on Opt. 1.2.2: Throughput loss always occurs if spatial domain bundling always applies. It is preferable to configure spatial bundling, instead of having it default, when the codebook size is above the PUCCH capacity.
· Opt. 1.2.3: In this operation, UE assumes 2 HARQ-ACK bits for all the CCs [11]

· Regardless of whether the TM for a CC does not require 2 HARQ-ACK bits, UE always transmit 2 bits. For a CC with TM requiring 1 HARQ-ACK bit, UE always generate NACK for the second bit.
Comments on Opt. 1.2.3: This option is not preferable as it can often result to a larger HARQ-ACK payload size than necessary. This translates to a corresponding increase in UE power consumption (and likelihood of HARQ-ACK bundling) in the PUCCH and a corresponding increase in RE overhead and data puncturing in the PUSCH. 
· Opt. 1.2.4: CCs configured with TM with 1 HARQ-ACK bit and those with TM with 2 HARQ-ACK bits are grouped separately, and the CC-domain DAI is accumulated per group basis [4]. Each CC belongs to different CC group depending on whether 1 or 2 HARQ-ACK bits needs to be transmitted. Then, within each CC group, DAI value is accumulated independently.
Comments on Opt. 1.2.4: If enough DCI formats (such as 4 or more) for each group are not transmitted in each subframe, reliability is not ensured. The condition for reliability cannot be enforced in practice.   
· Opt. 1.2.4A: 
· The CCs configured with TM with 2 HARQ-ACK bits are indexed before the CCs configured with TM with 1 HARQ-ACK bit. CC-domain DAI in CCs configured with TM with 2 HARQ-ACK bits accumulates the number of DCI(s) from the lowest indexed CC up to present CC. if spatial bundling is enabled, CC-domain DAI in CCs configured with TM with 1 HARQ-ACK bit accumulates the number of DCI(s) from the lowest indexed CC up to present CC; otherwise, it accumulates the number of CW(s) from the lowest indexed CC up to present CC. 
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Comments on Opt. 1.2.4A: This option solves the problem of Opt. 1.2.4. 
· Opt. 1.2.5: Configurability between Options 1.2.2 and 1.2.3

· For example, if all the CCs are configured with TMs supporting 1 CWs, or the aim is minimise uplink overhead, Opt. 1.2.2 may be preferable, while if all the CCs are configured with TMs supporting 2 CWs, or the aim is to maximise throughput, Opt. 1.2.3 may be preferable. This configurability enables to optimize operation depending on TMs among CCs configured for a UE while considering uplink overhead.
Comments on Opt. 1.2.5: As both Opt. 1.2.2 and Opt. 1.2.3 are problematic, configurability between the two is not meaningful. 

· Opt. 1.2.6: Configurability between Options 1.2.1 and 1.2.2

· This configurability enables to choose optimal operation based on payload size and/or UE channel conditions.
Comments on Opt. 1.2.6: This option is advantageous and it is equivalent to configuring spatial domain bundling. For UEs in good channel condition, spatial bundling can be disabled to maximize DL throughput while for interference/power-limited UEs, spatial bundling can be enabled to improve link budget.


	


	Potential solution 2: HARQ-ACK codebook indicator [7, 12]

	Similar to the CC-domain DAI, a HARQ-ACK codebook indicator is included in each DL assignment which schedules a CC. Then, the HARQ-ACK codebook indicator indicates which HARQ-ACK codebook the UE shall determine. It can be interpreted as scheduled CC indicator, but in reality, from eNB scheduler point of view, it is not necessary to schedule all the CCs included in the HARQ-ACK codebook. The set of HARQ-ACK codebooks are pre-defined or pre-configured beforehand. Depending on the number of bits for HARQ-ACK codebook indicator, flexibility on HARQ-ACK codebook selection can be improved.
Opt. 2.1
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Comments on Opt. 2.1: This option is not preferable as it can often result to a larger HARQ-ACK payload size than necessary. This translates to a corresponding increase in UE power consumption (and likelihood of HARQ-ACK bundling) in the PUCCH and a corresponding increase in RE overhead and data puncturing in the PUSCH. Furthermore, this option is associated with scheduler restrictions. Additional problems exist in TDD when the number of transmitted DL DCI formats transmitted in a subframe, such as the last subframe, are not sufficiently large (e.g. four or more).
Opt. 2.2
In order to further improve the flexibility of HARQ-ACK codebook selection, the HARQ-ACK codebook indicator can be combined with which CC(s) PDSCH(s) is (are) scheduled can be used as additional information [12]. 
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Comments on Opt. 2.2: Although the severity of the drawbacks of Opt. 2.1 is somewhat reduced, the same fundamental drawbacks remain. 
Opt. 2.3
Since UE’s confusion of figuring out the codebook size exist due to varying TMs, the simplest solution would be just adding additional bit per CC(s).  In other words, doubling the total HARQ-ACK codebook size (Opt. 1.2.3) to all configured HARQ-ACK codebook indicator (scheduled CC sets), shown in above table.  Then, the question is: does all scheduled CCs need feedback with 2 HARQ-ACK bits?  Probably not always so.  Thus, if the number of scheduled CC(s) expecting 2 HARQ-ACK bits is less than or equal to the number of CC(s) expecting 1 HARQ-ACK bit, then, it would be beneficial in performance perspective to define some intermediate codebook sizes that represents a value between the HARQ-ACK codebook-indicator sizes (scheduled CCs set) and “doubled” HARQ-ACK codebook-indicator sizes (applicable to the above table).   
For example, there is a possibility that the eNB wants to indicate codebook size situated between 8 and 16.  This means eNB has scheduled at least one TM with 2 codewords with 8 (or 5, 6, 7) scheduled CCs in total, but majority of CCs are expecting 1 HARQ-ACK bits.  Then, codeword size of 12 is indicated/chosen by eNB and UE.  To signal the presence of intermediate codebook size indication, implicit information with CRC scrambling could be considered.
Pre-configured prioritization/grouping of CCs can be considered to determine the A/Ns feedback order within the intermediate codeword size (Opt. 1.2.4), if one or multiple DCIs expecting 2 bit feedback(s) are scheduled (if the expectation of 1 HARQ-ACK bit is the majority).  

Perhaps, more than one codebook size in between codebook indicator sets can be considered for reducing channel coding shortening overhead.
For the potential solution 2, following options could be considered for TDD case.

· Opt. 2.A:

· The HARQ-ACK codebook indicator is the same across all the CCs in all the subframes in the same bundling window.

· The UE reports a HARQ-ACK codebook based on the same set of CCs across all the subframes in the same bundling window.

· Opt. 2.B:

· The HARQ-ACK codebook indicator is the same across all the CCs in a subframe, but can change across subframes in the same bundling window.

· The UE reports a HARQ-ACK codebook based on the sets of CCs indicated for each respective subframes in the bundling window.

· Opt. 2.C:

· The HARQ-ACK codebook indicator is the same across all the CCs in a subframe, but can change across subframes in the same bundling window.

· The UE reports a HARQ-ACK codebook based on the same set of CCs for all the subframes in the same bundling window. The set of CCs is the one indicated in the assignment(s) of the last subframe.

· Opt. 2.D:

· The HARQ-ACK codebook indicator is the same across all the CCs in a subframe, but can change across subframes in the same bundling window.

· The UE reports a HARQ-ACK codebook based on the same set of CCs for all the subframes in the same bundling window. The set of CCs is the largest one indicated in the assignment(s) across subframes in the same bundling window. 
Comments on Opt. 2.A/2.B/2.C/2.D: All drawbacks of Opt. 2.1 and Opt. 2.2 are either maintained or increased.



	Potential solution 3: Scheduled CC Indicator DCI

	In contrast to above potential solutions, a new DCI format could be used to indicate the exact scheduled CCs in a subframe via a bitmap of length equal to the number of configured CCs. By decoding the bitmap in the new DCI, the UE will have knowledge of number of CCs, the exact CCs, and the order of CCs that have been scheduled in one subframe. The new DCI can be transmitted in multiple CCs  (e.g. 2 or 3 or more as needed) to provide reliability. The CCs on which the UE should monitor this new DCI are configurable by the eNB. 

UE can first decode this new DCI to find out the exact scheduled CCs in a given subframe, and attempt to decode PDCCH/EPDCCH only on the CCs indicated by the bitmap.

This provides a simple solution to ensure same understanding between eNB and UE regarding HARQ-ACK order, codebook size, as well as resolving the ambiguity of TMs of CCs. Additionally, this reduces the number of blind decodes for the UE.
Comments on solution 3: The main disadvantage is that the target BLER of the new DCI format should be extremely low as otherwise the UE cannot report HARQ-ACK. There is also additional latency which may be unacceptable especially for EPDCCH as the UE first needs to decode the new DCI format. The associated overhead (including duplicated CRC) is likely to be more than for the DAI-based approaches. The maximum number of blind decodes (this defines UE complexity) is actually not reduced but slightly increased.  


	Potential solution 4: CRC scrambling to reduce impact of error cases [14]

	If there are error cases where the eNodeB and the UE do not have the same assumption on the HARQ-ACK codebook size, the UE may encode a different number of HARQ-ACK bits than what the eNodeB assumes in the decoding. The CRC should not pass in this situation. However, the probability that the CRC passes for an error case can be significant (larger than the maximum false CRC passing probability when the eNodeB and the UE assume the same number of HARQ-ACK bits). Additional means may be needed to avoid the CRC to pass for such error cases. 

The probability of a passed CRC for an error case can be reduced by defining a set of bit masks and scrambling the CRC with a bit mask which is, e.g., determined from the HARQ-ACK codebook size or a DAI. The CRC bit mask is not used to convey any information, there would be no blind detection and the eNodeB would descramble with the one CRC bit mask corresponding to the correct HARQ-ACK codebook size.
Comments on solution 4: Unless the BER is 50% (meaning that the UE is power limited and should not be configured for eCA operation without full or significant HARQ-ACK bundling and use of different PUCCH format), the probability of false CRC pass is negligible. Scrambling the CRC effectively reduces the CRC length and increases the CRC false pass probability which Solution 4 claims to be the problem it tries to solve. Moreover, solution 4 seems unrelated to HARQ-ACK codebook determination. 


3. Conclusions
Based on the comparison for the attributes of the various options in this contribution, the following is proposed.
Proposal: Further consider Opt. 1.1.3 or Opt. 1.1.7 combined with Opt. 1.2.1 or Opt. 1.2.4A. If time domain bundling needs to be supported, further consider Opt. 1.1.2.
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Ascending DAI ordering implies that the codebook size belongs to the set {24, 40, 56, …}. 


Descending DAI ordering implies that the codebook size belongs to the set {32, 48, 64, …}.


Left: It is assumed that each CC requires two HARQ-ACK bits, so that 56 HARQ-ACK bits are required. 


Right: It is assumed that each CC requires two HARQ-ACK bits, so that 46 HARQ-ACK bits are required, which are padded to 48 bits 
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