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Introduction
In this document, we consider the impact of a few simulation assumptions and the role they play in LAA and WiFi coexistence. We discuss the considerations that needed to be taken into account when determining the value of the parameters and propose guidelines for the choices of some of the parameters.
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Discussion
2.1
Physical Layer Assumptions
The use of 256 QAM and LDPC codes enhances the link performance for WiFi transmissions enabling them to deliver the same throughput in a shorter time duration. It doesn’t seem likely that the use of these schemes would alter the coexistence results. Nevertheless, these assumptions could be made mandatory in the simulations. 

The use of RTS/CTS by UEs can potentially impact the mean throughputs delivered to each node due to transmission overhead. In addition, with increasing number of nodes contending for the medium, the probability of successfully decoding and respecting an RTS/CTS exchange may reduce significantly. Considering the downsides, the use of RTS/CTS in the simulation scenarios can be further discussed. 

2.2
Traffic Models

The current evaluation scenarios specify using FTP model 3 as the traffic profile. Statistics on the user perceived throughput and latency may be provided for each of the simulation scenarios. FTP model 3 provides for a standard implementation by various companies as each packet has to be delivered before the next one begins. However, for delay sensitive traffic, the packet scheduler is highly dependent on the specific implementation. For example, the choice of the prioritization algorithm in mixed traffic, the number of retransmissions before giving up on the packet, the wait period between retransmission attempts, the choice of modulation and coding schemes and the rate control used for VoIP users significantly influences the outcome of the evaluation and does not lend itself toward an easy comparison across various implementations. As the throughput and delay statistics for data packets can be considered an upper bound on the statistics for delay sensitive traffic in general, we propose to continue using a data traffic model for the evaluation and not use mandatory VoIP traffic models. 
2.3 
Node Density for DL and UL simulations
LAA deployments in general would be planned by the operator to achieve an acceptable tradeoff between the number of eNBs in a given area (eNB density) and the throughputs seen by the UEs. In those example simulation scenarios that are meant to represent the highest device densities, the number of LAA UEs should be much higher than the number of LAA eNB in order to model LAA deployments. 

In a DL only simulation, for a WiFi network each STA transmits an ACK back to the AP immediately after the packet is decoded successfully while a LAA network transmits its ACK on the licensed spectrum. We observe that the amount of interference to neighboring created in the network by DL and UL transmissions (ACK of WiFi packets) does not increase with the number of users beyond a given density. For a WiFi network, this can be attributed to the fact that each WiFi AP schedules only one user in DL and hence only the scheduled user responds back with an ACK and for an LAA network, this is because of out of band ACK transmission (in the licensed spectrum) even though several users may be scheduled in one DL transmission. 
Thus, for a DL only simulation a large number of users does not provide any additional insights into system performance. Nevertheless, if it is seen desirable, a potential increase in the number of UEs could be still discussed.  
The operation of an LAA network with both DL and UL traffic is significantly different from the operation of a WiFi network. An LAA network is a scheduled system and only the set of users scheduled are allowed to contend for the medium and transmit data on the uplink. This is in significant contrast to a WiFi network which does not schedule its uplink transmissions resulting in severe contention among nodes for channel access. In addition, due to the synchronous nature of the UL in LAA, when LAA UEs are scheduled in a FDM manner, all scheduled nodes in the uplink contend and transmit at the same time in order to not block each other. Thus, for an LAA network with UL traffic, increasing the user density beyond a point does not increase the amount of channel access contention generated in the system. 
In summary, we propose to use a moderate number of eNBs in the LAA system.  We do not believe that for a DL only simulation a large number of users provides any additional insights into system performance. Nevertheless, if it is seen desirable, a potential increase in the number of UEs could be discussed while the number of operators or eNBs should not be changed.  
2.4 
Fixed backoff schemes and alternatives

A LBT LBE channel access mechanism based on LBT LBE has been described in version 1.7.1 of the ETSI specification [1] which can form the basis of a channel access mechanism. Recently, an additional channel access mechanism has also been specified in version 1.7.4 [2] of the specification which is based on an exponential backoff. This new exponential backoff scheme is based on a busy idle sensing of the channel and an exponential backoff is triggered only when a uniformly random number of CCA slots out of a fixed number of slots are not idle. This mechanism is significantly different than the exponential backoff scheme used by WiFi nodes which is based on decoding failures (Note that collisions always may not result in decoding failures). While the impact of the existing LBT mechanism in version can be reasonably predictable in various scenarios and range of traffic arrival rates, the behavior of the newly proposed exponential backoff scheme is a strong function of the topology and the rate of traffic arrival in the system due to the use of busy idle count to trigger exponential backoff. 
In preliminary evaluations, no benefits of the exponential backoff schemes were identified in any reasonably deployed system scenario. 

In synchronous LAA deployments, all eNBs attempt to synchronize their channel access in order to achieve reuse 1 operation when possible. That means that in a hypothetical full buffer scenario, when we have N WiFi APs contending for a channel with each other and contending with N LAA eNBs of a given operator, and when all the 2N nodes are within energy detection threshold of each other (>-62dBm), the synchronized LAA eNBs will act as one, so in effect N WiFi APs will contend with a ‘single’ LAA eNB. Therefore the collision increase caused by selecting the same backoff value between LAA nodes or between LAA and WiFi nodes is rather minimal, hence no exponential backoff for LAA is necessary. 

In light of this, we encourage the evaluation of the linear backoff scheme described in [1] for a next round of evaluations. Exponential backoff schemes could be also evaluated in addition, with an optionally selected scheme (e.g. as described in [2]).
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Conclusions 

In this contribution, we discuss the impact of several different simulation parameters and propose considerations for an appropriate choice of such parameters.
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