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1
Introduction
In RAN #60 plenary meeting [1], it was decided that broadcast communication outside network coverage should be the highest prioritized item for D2D communication for Public Safety [2]. Since multiple UEs can take part in a broadcast transmission, synchronization procedure among them is a crucial factor that governs performance of D2D broadcast communication and the design approaches. In this contribution, we provide evaluation results of various time synchronization mechanisms for D2D broadcast communication in outside network coverage.
In last RAN1 #75 meeting, working assumption for D2D synchronization procedure was agreed as the following:
Working Assumption:

· Before starting to transmit D2DSS, a UE scans for synchronization sources

· If a synchronization source is detected, the UE may synchronize its receiver to it before it may transmit D2DSS

· UEs may transmit at least D2DSS derived from D2DSS received from a D2D synchronization source.

· Details of under what circumstances a UE transmits D2DSS are FFS

· If a UE transmits D2DSS, the rules for determining which source the UE uses as the timing reference for its transmissions of D2DSS are as follows:

· Synchronization sources which are eNBs have a higher priority than synchronization sources which are UEs

· FFS whether synchronization sources which are UEs within network coverage have a higher priority than synchronization sources which are UEs outside network coverage

· Note that this would imply that there is a means to distinguish between a D2DSS transmitted by a UE in coverage and a D2DSS transmitted by a UE out of coverage

· Other details are FFS (including timing advance details)

· If no synchronization source is detected, a UE may nevertheless transmit D2DSS

· A UE may reselect the synchronization source it uses as the timing reference for its transmissions of D2DSS if the UE detects a change in the synchronization source(s) 

· Detailed rules FFS

Based on this working assumption, we discuss three different D2D time synchronization protocols and their system level performance.
2   Time synchronization schemes
Time synchronization schemes have discussed in RAN1 can be categorized into intra-cluster, flat and inter-cluster synchronization. In this section, we summarize the definition and how to operate these time synchronization protocols.  For the simplicity of exposition, we first define additional terminology as the following:
Terminology for this contribution
· ISS (Independent Synchronization Source): the eNB or the D2D UE transmitting D2DSS as synchronization source with its own time reference
· DSS (Dependent Synchronization Source): the D2D UE transmitting D2DSS as synchronization source with time reference driven from ISS
· SSUE (Synchronization Source UE): the D2D UE transmitting D2DSS as ISS or DSS
· SRUE (Synchronization Receiver UE): the UE receiving D2DSS and not transmitting D2DSS
· SH (Synchronization Head): the SSUE providing time reference to SRUEs within a cluster

· VSS (Volunteering SSUE): the SSUE providing time reference to SHs and not providing time reference to SRUEs
2.1
Intra-cluster synchronization
Intra-cluster synchronization protocol is similar to a conventional cellular approach that timing of SRUE depends on timing driven from a SH. Time synchronization protocols described in [3]-[6] can be considered as this scheme or its variants. SHs are elected when there is no existing SH after scanning and the elected SH transmits D2DSS periodically to D2DUEs. On the other hand, D2DUEs become SRUE when there exist at least one SH. SRUE follows one D2DSS among multiple D2DSSs transmitted from SHs. Thus, the operation of SRUE is simple but the SH operation should be complex, because it would require election, maintenance and retirement procedures. Moreover, different from well-planned cellular deployment, it is very difficult to control cluster deployment due to mobility of D2DUEs. These facts cause that many D2DSSs transmitted from asynchronous SHs can be seen at a SRUE. Consequently, frequent handover among SHs would be inevitable in this scheme.
Extending cluster size by using D2DSS relaying [7][9] may be one solution to resolve this problem, but the extended cluster is more vulnerable to D2DUE mobility. In addition, overall D2DUE’s power consumption may be higher than basic clustering approach that only SHs act as SSUE. Also we found that overall performance gain by extending cluster size is limited. The detail analysis is presented in Appendix B.
2.2
Flat synchronization
In this scheme, all D2DUEs take a role of SSUE and keep their own reference timing as ISS. Thus, this scheme does not require any hierarchical structure. Various flat synchronization algorithms have been introduced [8]-[11]. To achieve time synchronization, each SSUE adjusts its own timing based on one or more received D2DSS from neighboring SSUEs. In this case, higher synchronization performance is expected in a large area and this scheme can be scalable. However, since it requires an iterative operation until different timing from each SSUE converges to have the desired time offset between SSUEs, convergence time should be taken into account in this scheme. Overall power consumption of flat synchronization is high because all D2DUE takes a role of synchronization source. Different algorithms including timing-averaging [10], earliest-timing [9] and pulse-coupled oscillator (PCO) [11][13][14] have been studied. In our evaluation, we choose PCO [13][14] as the reference considering the feature of fast convergence and scalability. 
2.3
Inter-cluster synchronization
This scheme is same as intra-cluster synchronization except additional time synchronization operation between different clusters. Thus, inter-cluster synchronization allows that SHs adjust their own reference timing based on received D2DSSs from other SHs and this adjustment can be performed by flat synchronization or hierarchical synchronization procedure [12]. Hierarchical approaches assume that SHs have a priority or an order and a SH drives the timing from other SHs with higher priority or order. However, it is difficult to order SHs or to make tree structure in actual environment without a jinnee-aided method or huge network signaling for long time duration. In addition, the once established hierarchical tree is apt to collapse due to UEs’ movement. So we also consider PCO-based timing adjustment algorithm [13][14] for inter-cluster synchronization. SHs may be geographically separated after SH scanning and election procedure. Therefore a SSUE intermediating SHs is required and it is called by Volunteering Synchronization Source (VSS) [15] or Gateway Synchronization Source (G-SS) [16]. VSS or G-SS can be operated as ISS or DSS depending on the applied algorithm. We assume that VSS acts as ISS and interact with neighboring SHs.
3   Performance Evaluation
3.1
System-level simulation parameters
Table 1 shows simulation parameters.
	Parameter
	Value

	Layout
	Option 5

	Carrier frequency
	700 MHz

	System bandwidth
	10 MHz

	Network operation
	0 % eNodeBs enabled

	UE RF parameters
	Max transmit power of 23 dBm
1 Tx, 2 Rx antenna, Antenna gain 0 dBi, Noise figure 9 dB

	Number of UEs per sector
	32

	UE drop
	Uniform drop (All UEs are dropped outdoors)

	Minimum association RSRP for D2D communication
	-107 dBm
- 112 dBm [Appendix C]

	Warming-up time
	0.2 sec

	D2DSS period
	20 msec

	D2DSS bandwidth
	6 RBs (like PSS/SSS)


Table 1: Simulation parameters
3.2
Performance metrics
We measure the following 3 performance metrics among 1 hop neighboring D2DUEs:
· CDF of time offset between D2DUEs
- time offset: difference of the reference timing between a D2DUE and a neighboring D2DUE
· CDF of the number of asynchronous SH timing
- asynchronous SH timing: time offset between a D2DUE and a neighboring SH over cyclic prefix
· CDF of the number of asynchronous D2DUE timing
- asynchronous D2DUE timing: time offset between a D2DUE and a neighboring D2DUE over cyclic prefix
3.3 Performance results of synchronization schemes
Table 2 shows average number of SHs and VSSs in out-of-network coverage scenario. Since the same SH election mechanism is used for intra-cluster and inter-cluster cases, average number of SHs in them are similar. Definitely, the number of SHs is not counted at flat synchronization scheme even though all D2DUEs take a role of synchronization source. Average number of VSSs is a specific metric for inter-cluster synchronization. It is shown that average number of VSSs is about 5.5 times to the average number of SHs and it is reasonable when we imagine a cluster is surrounded by at least 4 or more clusters. 
	　
	Intra-cluster Synch.
	Flat Synch.
	Inter-cluster Synch.

	Average number of SHs
	44.5
	0
	43.8

	Average number of VSSs
	0
	0
	242.1

	Number of D2DUEs
	1280


Table 2: Average Number of SHs and VSSs and Number of D2DUEs
Figure 1 is showing the CDF of time offset between a D2DUE and another D2DUE in 1 hop range. As shown in Figure 1, time offsets of intra-synchronization scheme are distributed from 0 to 10 msec. This is natural when synchronization period is 20 msec and maximum time offset is limited in the half of synchronization period. Other lines from flat synchronization and inter-cluster synchronization are not visible so we change the granularity as shown in Figure 2. It is shown that only 35% of time offsets between D2DUEs are within the length of extended cyclic prefix (16.7 us) in the intra-cluster synchronization scheme. Meanwhile flat synchronization is nearly perfect but it requires that 1280 D2DUEs act as a synchronization source. Inter-cluster synchronization scheme shows that 95% time offsets are within CP. and total 285.9 synchronization sources involve synchronization procedure. It means that only 22 % of all D2DUEs perform the synchronization procedures.
Observation 1: Flat synchronization can achieve the best synchronization performance in terms of CDF of the timing offset but there are issues on power consumption and mobility.
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Figure 1: CDF of time offset between D2DUEs within 1 hop range
Observation 2: For flat synchronization and inter-cluster synchronization schemes, at least 95% D2DUEs achieve time offset within extended cyclic prefix length.
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Figure 2: CDF of time offset between D2DUEs within 1 hop range (zoom in)
Figure 3 is showing the CDF of the number of asynchronous SH timings, 2nd performance metric. We expect that 2 or 3 clusters could be geographically overlapped after finishing the SH election procedure. SHs are not counted at flat synchronization scheme. Inter-cluster synchronization can provide significant gain over intra-cluster synchronization scheme, specifically on the ratio of synchronized SHs. Even if this metric is good enough to measure synchronization performance in cellular network, it may be not appropriate for D2D broadcast communication that all D2DUEs are related each other.
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Figure 3: CDF of the number of asynchronous SH timings within 1 hop range
Therefore, we propose another performance metric, CDF of number of asynchronous D2DUE timing. It measures not only SH timings but also all other D2DUEs. From Figure 4, we can see that for intra-cluster synchronization scheme, the number of asynchronous D2DUE timings is distributed from 0 to 123 over 90 % D2DUEs. Flat synchronization scheme is superior as finding just one asynchronous D2DUE timing over 90% D2DUEs. Inter-synchronization scheme allows 14 asynchronous D2DUE timings over 90% D2DUEs. We should note that 86.7% D2DUEs in flat synchronization and 30.1% D2DUEs in inter-cluster synchronization scheme do not find any asynchronous D2DUE timings compared to 0.09% D2DUEs in intra-cluster synchronization scheme.
Observation 3: The distribution of number of asynchronous D2DUE timing can be a good metric to show the synchronization performance among D2DUEs.
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Figure 4: CDF of the number of asynchronous D2DUE timings within 1 hop range
Observation 4: Inter-cluster synchronization scheme achieves better performance than intra-cluster synchronization in terms of the distribution of number of asynchronous SH timing, the distribution of number of asynchronous D2DUE timing and the distributed of time offset among D2DUEs.

According to literatures regarding PCO algorithms, stability time is normally under 7 times of synchronization signal period. We investigate at most 5 times enough to converge to stability as shown in Appendix A. 

4   Conclusion
Based on the discussion, we have the following observations and proposals:
Observations: 
· Flat synchronization can achieve the best synchronization performance in terms of CDF of the timing offset but there are issues on power consumption and mobility.
· For flat synchronization and inter-cluster synchronization schemes, at least 95% D2DUEs achieve time offset within extended cyclic prefix length

· The distribution of number of asynchronous D2DUE timing can be a good metric to show the synchronization performance among D2DUEs.

· Inter-cluster synchronization scheme achieves better performance than intra-cluster synchronization in terms of the distribution of number of asynchronous SH timing, the distribution of number of asynchronous D2DUE timing and the distributed of time offset among D2DUEs.
Proposal 1: 
Time synchronization performance should be measured by the distribution of time offset between D2DUEs or asynchronous D2DUE timings.

Proposal 2: 
D2D synchronization procedure should support inter-cluster synchronization by using SSUEs such as VSSs or G-SSs, which intermediate SHs. 
Proposal 3: 
SSUE selection mechanism should be taken into account for D2D synchronization procedure in the aspect of portion of SSUEs to total D2DUEs.
Appendix A. 
Analysis on Stability Time
Stability time of inter-cluster synchronization schemes is presented in Figure 5. It shows that the performance of both schemes get enhanced gradually according to the different warming times from 20 to 100 msec when the number of D2DUEs per sector is 8.
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(a)      (b)                             (c)
Figure 5: Performance of Inter-cluster Synchronization Scheme
(a) CDF of time offset between D2DUEs within 1 hop range (zoom in)
(b) CDF of the number of asynchronous SH timings within 1 hop range
(c) CDF of the number of asynchronous D2DUE timings within 1 hop range
Appendix B. 
Analysis on Extending Cluster
	We evaluated briefly on the scenario of extending cluster with the most of parameters defined in Table 1 but the number of D2DUEs is 8 per sector. Extending cluster is simulated by assuming that the range of D2DSS transmitted by SH is extended according to different RSRP levels. Extended D2DSS range results in larger cluster size and smaller number of elected SHs in simulation. RSRP level for performance measurement is consistent to baseline as -107 dBm. Figure 6 shows that inter-cluster synchronization scheme is comparable to ideal cases which have a few elected SHs.
　
	-107 dBm
	-117 dBm
	- 127 dBm
	-137 dBm
	-147 dBm
	-157 dBm

	Average number of SHs
	39
	16
	7.2
	4.3
	2.2
	1.2
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(c)

Figure 6: Performance of Extending Clusters
(a) CDF of time offset between D2DUEs within 1 hop range (zoom in)
(b) CDF of the number of asynchronous SH timings within 1 hop range
(c) CDF of the number of asynchronous D2DUE timings within 1 hop range
Appendix C. 
Analysis with RSRP -112 dBm
	　
	Intra-cluster Synch.
	Flat Synch.
	Inter-cluster Synch.

	Average number of SHs
	31
	0
	29.8

	Average number of VSSs
	0
	0
	309.5

	Number of D2DUEs
	1280


Table 3. Average Number of SHs and VSSs and Number of D2DUEs (with RSRP -112 dBm)
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(c)                                              (d)
Figure 7. Performance of Different Synchronization Schemes with RSRP -112 dBm
(a) CDF of time offset between D2DUEs within 1 hop range
(b) CDF of time offset between D2DUEs within 1 hop range (zoom in)
(c) CDF of the number of asynchronous SH timings within 1 hop range
(d) CDF of the number of asynchronous D2DUE timings within 1 hop range
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