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1 Introduction
Reduction of HSUPA control channels overhead is set as one of the goals in the Work Item on Further enhancements to Enhanced Uplink [1] in the objective: “Reduce UL control channel overhead for HSPA multi-RAB operation by means of HS-DPCCH overhead reduction.”

The HS-DPCCH data consists of the ACK/NACK field and the CQI field. During the downlink data transmission the ACK/NACK field must be reported on each TTI basis and cannot be voided. The CQI reporting period can be greater than 1 TTI, so the HS-DPCCH transmission overhead can be optimized by CQI reporting period optimization. This is already employed in the legacy systems where the periods of 4 or 8 ms are typically used with the period duration controlled semi-statically via high level signaling. Further, when the link is not configured with a CS RAB (no DCH) CPC can be used to gate CQIs during periods of no DL data traffic.
The adaptive CQI reporting period selection based on the downlink transmissions status was proposed in [2]. This document aims to investigate the potential gains of the adaptive approach and provides an analysis of the system performance by system level simulations. 
2 HS-DPCCH Overhead Reduction Techniques
Since the HS-DPCCH transmissions are known to consume an essential RoT portion, some overhead reduction schemes may be introduced to improve the system performance. Although the acknowledgement part of the HS-DPCCH cannot be voided, the period of the CQI report may be increased (from the minimum 2 ms value or once per TTI) .The CQI carries the information about the channel (and interference) state, so the frequency of its updates to the Node B should be higher than the channel state changing frequency to avoid downlink performance degradation. However, during the time of no downlink data transmission, the CQI may be transmitted even less frequently.
The approach using this principle to further reduce the HS-DPCCH overhead was proposed in [2], introducing a technique for less frequent CQI reporting (with the 40 ms period) during the periods of no data transmission in the downlink so that do not cause a significant degradation of the downlink performance. This overhead reduction mode is activated adaptively after some downlink inactivity period. 

The current version of the standard allows CQI reporting period to be configured semi-statically with the periodicity of less than once per TTI. The typical practical settings are once per 4 ms or once per 8 ms. While the CQI transmission is voided not only for the TTIs with no downlink transmission, but for all of the TTIs (i.e. non-adaptively), the evaluation of the system performance with the maximum fixed value of the CQI reporting period (the least frequent transmission) demonstrates the upper bound of the performance that the adaptive solution [2] can converge to.
This document presents system level simulation results for evaluation of the HSUPA system performance with the fixed CQI reporting periods of 40 ms (as the maximum period for the adaptive approach [2]) versus the baseline values of 4 ms and 8 ms. In addition, the results for no HS-DPCCH transmission and the HS-DPCCH transmission with the period of 2 ms are included as references for gauging the system behavior.
The simulation assumptions and investigated statistics are in accordance with the ones from [2] and extended to accommodate both bursty and full buffer traffic models.
3 Simulation Assumptions

The simulations were performed using a typical 3GPP Macrocell deployment scenario and the multipath channel profile Ped A, 3 km/h. 
Table 1, Table 2 and Table 3 provide a summary of the deployment model parameters, traffic model parameters, and system level assumptions correspondingly. Also the system configuration is in line with the one from [2].

Table 1. Deployment model simulation assumptions

	Parameter
	Value

	Deployment scenario
	3GPP Macrocell

	Cell layout
	Wrap-around hexagonal grid,

19 sites with 3 sectors per site

	Inter-site distance
	500 m

	Path loss and shadow fading
	3GPP

	Node B antenna pattern
	Parabolic

	Dimension of Node B antenna model
	2D

	Node B antenna gain
	14 dBi

	Node B antenna pattern width
	70º

	UE antenna pattern
	Omnidirectional

	UE antenna gain
	0 dBi

	UE power
	23 dBm

	Node B noise figure
	3 dB

	UE noise figure
	9 dB

	Thermal noise power
	-174 dBm/Hz

	Minimum distance between UT and serving cell
	25 m

	Carrier frequency
	2.0 GHz

	Penetration loss
	20 dB

	Channel model profile
	Ped A

	Correlation of channel realization between the TX and RX antennas
	0

	User distribution
	Randomly and uniformly distributed over the area

	User mobility model
	Doppler spectrum

	Users speed
	3 km/h

	Interference modeling
	Explicitly modeled interference

	Maximal number of active UEs per sector
	2, 4, 6, 8, 10 for bursty traffic;
0.0175, 0.25, 1, 4, 10 for full buffer traffic 


Table 2. System level simulation assumptions
	Parameter
	Value

	Transmission mode
	SIMO

	Link-to-system mapping interface
	Effective SINR based

	E-DCH TTI
	2 ms

	T2TP
	≤10 dB (depending on the E-TFC)

	Channel estimation
	Realistic

	Pilot SINR estimation
	Ideal, by an analytic formula

	Node B receiver
	Rake (MRC)

	Number of TX antennas
	1

	Number of RX antennas
	2

	Soft handover
	Enabled

	Softer handover
	Disabled

	Inner loop power control
	On

	Outer loop power control
	On

	ILPC delay
	2 slots

	ILPC period
	1 slot

	TPC error rate
	No errors, ideal feedback

	OLPC delay
	4 TTI

	Target BLER
	10% after the 1st transmission attempt

	Maximum number of HARQ attempts
	4

	Scheduler
	Round-robin

	Target RoT
	6 dB

	Target DPCCH SINR
	-19 dB

	Max Modulation Type
	16-QAM

	HS-DPCCH gain factor for non-SHO
	0dB

	HS-DPCCH gain factor for SHO
	4dB

	CQI reporting period
	2ms; 4ms; 8ms; 40ms; (

	Traffic Model
	Bursty; Full buffer


Table 3. Bursty traffic model simulation assumptions
	Parameter
	Value

	File size distribution
	Truncated lognormal

	Mean file size
	0.125 Mbytes

	Standard deviation
	0.045 Mbytes

	Maximal file size
	0.3125 Mbytes

	Inter-burst time distribution
	Exponential

	Mean inter-burst time
	5 s

	Simulation drop length
	400 s


4 Simulation Results
4.1 Bursty Traffic Results
4.1.1 UE Throughput and Burst Rate Distributions
This section provides system level simulation results for the HS-DPCCH overhead reduction with a bursty traffic model. The results are plotted as CDFs of the UE throughput and packet burst rate. 

4.1.1.1 Results for 2 UEs per Sector
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Figure 1. CDF of the burst rate for the UE density of 2 users per sector
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Figure 2. CDF of the UE throughput for the UE density of 2 users per sector

The average offered load value, according to the mean file size of 0.125 Mbytes and the mean inter-burst time of 5 s is equal to 200 Kbit/s. From Figure 2 one can see that the offered load is (on average) equal to the UE throughput, therefore the system can service the whole input traffic stream and the size of the used input buffer at the UE does not increase over the time.

From both Figure 1 and Figure 2 it can be seen that all variants of less frequent CQI reporting demonstrate very close performance, being very close to an idealistic upper performance bound – the scenario with no HS-DPCCH transmission. In the considered case of low UE densities, the potential gain of the HS-DPCCH transmission reduction is small, due to a low number of transmitting users. The UEs are mainly power-limited in such a scenario, not interference limited, so the gain from the HS-DPCCH overhead reduction solutions is not practically visible. 

As expected, the scenario with the 2ms CQI reporting period demonstrates the minimum burst rate among the other cases. But the difference is below 1%.
4.1.1.2 Results for 4 UEs per Sector
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Figure 3. CDF of the burst rate for the UE density of 4 users per sector
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Figure 4. CDF of the UE throughput for the UE density of 4 users per sector
The results for the UEs density of 4 users per sector are close to the ones for the UEs density of 2 users per sector considered above.
The burst rate curves (Figure 3) show that the gain from less frequent CQI reporting grows with the increase of the signaling period. However, there is practically no difference between burst rate results for the reporting period of 8ms and 40ms. The qualitative comparison of the gain average values for different scenarios is summarized in Section 4.1.2.
4.1.1.3 Results for 6 UEs per Sector
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Figure 5. CDF of the burst rate for the UE density of 6 users per sector
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Figure 6. CDF of the UE throughput for the UE density of 6 users per sector
The conclusions for the case of 6 UEs/sector are practically the same to the ones for the case of 2 and 4UEs/sector. The major part of the UEs still can provide required throughput to serve the input traffic. 
However, the important note is that starting from the current UE density of 6 UE/sector the cell is not able to serve the input traffic flow for ~20% of the UEs. This conclusion follows from both the average UE throughput value (196 Kbit/s), which is below the average offered load (200 Kbit/s), and the burst rate CDF curve that tends to have a vertical part at the zero point.
That latter finding means that the burst rate metric has no sense for the scenarios with the UE density higher than 4UE/sector, because for the full buffer part of the UEs the time a packet waits for the transmission start goes to infinity. In that case the burst rate simulation results become dependent on the simulation run duration and are not relevant. As such, the only reference metric for the high UE densities is the UE throughput.
4.1.1.4 Results for 8 UEs per Sector
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Figure 7. CDF of the burst rate for the UE density of 8 users per sector
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Figure 8. CDF of the UE throughput for the UE density of 8 users per sector
With the increase of the user density, the level of the interference, produced by the HS-DPCCH transmission also increases. So, the system in HS-DPCCH overhead reduction scenarios demonstrates higher relative gains. For the given UE density, the average UE throughput value is lower than the average offered load, so an essential part of the UEs (about 30% according to Figure 7) cannot serve the incoming traffic and operates like full buffer UEs.
4.1.1.5 Results for 10 UEs per Sector

[image: image9.emf]0 200 400 600 800 1000 1200 1400 1600 1800 2000

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Burst rate curves, 10 UEs per sector

Burst rate, kbit/s

CDF

 

 

No HS-DPCCH

2ms period

4ms period

8ms period

40ms period


Figure 9. CDF of the burst rate for the UE density of 10 users per sector
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Figure 10. CDF of the UE throughput for the UE density of 10 users per sector
Due to a high number of active users, the level of the interference is also high. The UE throughput is below the offered load for most of the cases, so the system cannot serve the incoming traffic flow. The number of packets that have very long service times also grows compared to the case of 8UEs/sector and accounts for ~50% (according to Figure 9). This value should not be considered as the absolute one, because due to a heavily system overload, it depends on the simulation time duration. 
4.1.2 Comparison of Average Burst Rates and UE Throughputs
The results at this section are demonstrated as the system performance metrics compared to relative the two baselines of CQI reporting with the 4ms period and 8ms period. The results are provided for all values of the UE density, described above.
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Figure 11. Average burst rate gains for different UE densities, bursty traffic
Table 4. Average burst rate gains for different UE densities, bursty traffic
	Number of UEs per sector
	Average burst rate gain, %

	
	Baseline: 4 ms reporting period
	Baseline: 8 ms reporting period

	
	40ms reporting period
	No HS-DPCCH
	40ms reporting period
	No HS-DPCCH

	2
	1.4
	0.8
	0.6
	0.0

	4
	2.1
	3.6
	1.1
	2.7

	6
	7.1
	8.1
	2.0
	3.0

	8
	14.4
	15.4
	3.3
	4.2

	10
	10.1
	6.3
	7.5
	3.7
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Figure 12. Average UE throughput gains for different UE densities, bursty traffic
Table 5. Average UE throughput gains for different UE densities, bursty traffic
	Number of UEs per sector
	Average UE throughput gain, %

	
	Baseline: 4 ms reporting period
	Baseline: 8 ms reporting period

	
	40ms reporting period
	No HS-DPCCH
	40ms reporting period
	No HS-DPCCH

	2
	-0.1
	0.1
	-0.1
	0.1

	4
	0.1
	0.1
	0.1
	0.1

	6
	0.8
	1.0
	0.4
	0.6

	8
	3.7
	3.8
	1.5
	1.6

	10
	4.1
	4.1
	2.2
	2.3


The provided results demonstrate that the HS-DPCCH overhead reduction gains in terms of the burst rates are close to zero (within the ±0.1% simulation accuracy limit) for the UE densities of 2-4 UE/sector. This is explained by the fact that at such low UE densities the fraction of the TX power budget spent on HS-DPCCH transmission is not high.

As it is discussed in Section 4.1.1.3, the burst rate results for higher UE densities (starting from 6UE/sector) cannot be considered as relevant, because the traffic model in this case degenerates to a practically full buffer case, so the burst rate values and the burst rate gains are dependent on the simulation run time. Hence, the only comparable metric for such types of scenarios is the UE throughput.
From the average UE throughput perspective, one can see that increasing the CQI reporting period from 4ms to 40ms brings an additional gain of up to 4.1% (that is the upper bound of performance in case of no HS-DPCCH transmission) relative to the CQI reporting period of 4 ms. However, considering the practically adopted case of the CQI reporting period equal to 8ms, it can be seen that the system performance is very close to the maximal one. The additional gain from increasing the CQI reporting period to 40ms is only 2.2% (while the upper bound of gain is 2.3%), however, less frequent CQI transmission has a drawback in a less performance of the downlink operations (up to 6-9%) that is mentioned in [2].
4.2 Full Buffer Results
As it can be concluded from the previous section, high values of the UE densities lead to practically full buffer scenarios with the burst rate values highly depending on the simulation run length. As such, the system behaviour with the full buffer traffic model was also evaluated explicitly.
Figure 14 shows the average UE throughput as a function of the average sector throughput for the CQI reporting periods of 2 ms, 4 ms, 8 ms, 40 ms and the case of no HS-DPCCH transmission.
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Figure 13. Average UE throughput vs. average sector throughput for the CQI reporting periods of 2 ms, 4 ms, 8 ms, 40 ms and the case of no HS-DPCCH transmission
At the low UE density area, the performance of all the scenarios is practically the same. There is some difference in the system behaviour for the different scenarios starting from the UE density of 1 UE/sector. The scenario with the CQI reporting period of 2ms demonstrates the lowest level of performance, while the “No HS-DPCCH” scenario shows the highest one. The HS-DPCCH overhead reduction scenarios curves lay between these two bounds and, the performance of the system for these reduction scenarios depends on the CQI reporting period. Generally, the system behaviour is the same, as for bursty traffic scenario, discussed above. The gain from the HS-DPCCH overhead reduction increases with an increase of the CQI reporting period.

The relative UE throughput gain values are presented in Figure 14 and Table 6 below.
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Figure 14. Average UE throughput gains for different UE densities, full buffer
Table 6. Average UE throughput gains for different UE densities, full buffer
	Number of UEs per sector
	Average UE throughput gain, %

	
	Baseline: 4 ms reporting period
	Baseline: 8 ms reporting period

	
	40ms reporting period
	No HS-DPCCH
	40ms reporting period
	No HS-DPCCH

	0.0175
	-0.1%
	-0.3%
	-0.1%
	-0.2%

	0.25
	0.0%
	2.7%
	0.0%
	2.6%

	1
	0.4%
	2.6%
	0.2%
	2.5%

	4
	1.2%
	3.1%
	0.5%
	2.3%

	10
	4.3%
	5.8%
	1.4%
	2.8%


Small negative values in Table 6 for the case of a single UE in the whole system correspond to the zero gain and are an artifact of finite simulation accuracy.
The results in Table 6 confirm the average UE throughput gains values for the HS-DPCCH overhead reduction presented at Section 4.1.2. For 10 UE/sector, the maximum gains from the 40 ms CQI reporting for a full buffer traffic scenario are very close to the corresponding gains for the bursty traffic model (that effectively converges to full buffer): 4.3% vs. 4.1% relative to the 4 ms, and 1.4% vs. 2.2% relative to the 8 ms reporting period.
5 Conclusion
The overhead of the HS-DPCCH transmissions may be reduced by optimization of the CQI reporting period. This document analyses the boundary system performance for different values of the CQI reporting period, measured at the system level simulations.

Scenarios with the CQI reporting period of 4ms, 8ms and 40ms were evaluated. The CQI reporting periods of 4ms and 8ms were selected as practical legacy values, while the 40ms period is in line with the simulation assumptions for a Cyclic Adaptive Solution [2] aiming for HS-DPCCH overhead reduction with adaptive CQI reporting period selection.
For low UE densities (2-4 UE/sector), where the bursty traffic model is valid, the gain of the proposed CQI reporting period increase is close to zero. For higher UE densities the bursty traffic model effectively degenerates to the full buffer, as cells are not able to serve the offered load and the UE throughput metric remains the only relevant measure of the system performance.

It is demonstrated that for the densest scenario of 10 UE/sector, increasing the period of CQI transmission from 4ms to 40ms can lead to the throughput gains of 4% and increasing the period of CQI transmission from 8 ms to 40ms can lead to the throughput gains of 2%.  For low UE densities of 2-4 UE/sector, where the bursty traffic model is sustainable, the burst rate are also approximately 2% if increasing the CQI reporting period from 4 ms to 40 ms and about 1% if increasing the period from 8 ms to 40 ms.
Taking into account the degradation of the downlink performance at introduction of adaptive CQI reporting period (as described [2]), the evaluated maximum performance gains from the adaptive approach do not justify additional system complexity increase from its introduction relative to the legacy case, especially when considering the fact that gating CQI reports during DL inactivity is already provided in Rel-7 specifications for PS-only RABs.

Proposal: Do not consider adaptive HS-DPCCH reporting period optimization as a means for HS-DPCCH overhead reduction.
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