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1. Introduction
Discussion on CoMP for non-ideal back haul started in RAN1 #74. In the meeting thereafter, simulation results from the evaluation campaign were presented and discussed. RAN1 #75 concluded the study item on CoMP with the finalization of the TR36.874. A work item on CoMP is now starting with emphasis on RAN3 but where RAN1 has been tasked to identify inter-eNB signaling that may be worth considering as given by the objective of the WID:

· RAN3 to specify signalling of information to be identified by RAN1, for example:

· One or more sets of CSI reports (RI, PMI, CQI) of individual UEs
· One or more measurement reports (RSRP) of individual UEs 

· SRS received power of individual UEs

· User perceived throughput of individual UEs (see TR 36.814 as a reference)

· Resource utilization per cell 
· PF metric of individual UEs

· Enhanced RNTP-type information in frequency/time/power/spatial domain

· Enhanced ABS information in power and spatial domain

· QCI

· Indication of resource coordination result or resource coordination request

· Resource allocation in frequency/time/power/spatial domain

· Used configurations of reference signals, CSI processes and CSI-IM configurations
· Indication of coordination result or coordination request for reference signal configurations, CSI processes and CSI-IM configurations
· Specify necessary procedures related to the above.
This contribution discusses information exchange between eNBs that in view of the simulation results could be useful for coordination purposes and what to consider of the rather long list of example signaling mentioned in the WID objective. 

2. Background on Existing Signaling

Coordinating scheduling decisions across eNBs may be facilitated by exchanging information over X2 on the backhaul between different eNBs. It is worthwhile to note that some backhaul signaling for such coordination purposes is already supported in LTE as part of time or frequency domain ICIC. Time domain ICIC is primarily supported via the X2 information element ABS Pattern Info [1]. For the purpose of frequency domain ICIC, X2 supports the following information elements exchanged as part of the LOAD INFORMAITON procedure [1] 
· DL: RNTP (Relative Narrowband Transmit Power) Per PRB – information for each PRB from sending eNB to receiving eNB whether the relative transmit power for the PRB of the sending eNB exceeds a certain (signaled) threshold level

· UL: HII (High Interference Indication) – information for each PRB from sending eNB to receiving eNB about whether sending eNB believes its sensitivity to interference is high or low (one bit)
· UL: UL Interference Overload Indication – information for each PRB from sending eNB to receiving eNB whether the sending eNB experiences interference that is high, medium, or low.
3. The small Gains of Non-Ideal Backhaul CoMP

Before discussion signaling options it is instructive to take a look at the simulation results that are summarized in Section 7 of TR36.874. The section provides the CoMP conclusions and gives a long list of gain numbers for the six different scenarios and the two mandatory backhaul latency options of 5 and 50 ms. Each gain number is obtained as the median gain over the results from the companies providing results in the respective scenario. Figure 1 shows the gains for the case of 5 ms backhaul latency. 
We see that the reported gains are in general small and that for most scenarios the gains are either negative or around a mediocre 10%. The two scenarios having reported gains in the 15-20% range are both small cells scenarios with 10 small cells crammed into the same cluster. As shown in [2] deploying such crowded small cell deployments is actually counterproductive leading to lower performance than if fewer small cells would have been deployed. In other words, those deployments lack relevance. At the very least the non-CoMP baseline should have been run with fewer small cells on which would have reduced the gains. In addition, the focus of the evaluations were not really on the 10 small cell case as evident from that only three companies provided simulation results. Thus, the gain number for these scenarios lack in reliability and should therefore be taken with a pinch of salt.
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Figure 1: Median CoMP gains per scenario as reported in TR36.874 for 5 ms backhaul latency.
Observation

· Gains for CoMP reported in TR36.874 are typically low or negative even for the CoMP friendly situation of 5 ms backhaul latency

· The maximum reported gains are in the 15-20% range but solely involve the small cell scenarios with 10 cells in a cluster
· 10 cells in a cluster represents an over-crowded deployment with worse performance than using fewer small cells → CoMP gains are exaggerated due to unnecessary densification
·  only 3 companies provided results → unreliable
Now turning the attention to the corresponding reported CoMP gains for a backhaul latency of 50 ms in Figure 2  reveals that all CoMP gains are essentially gone and instead in several cases replaced by performance losses! This illustrates the problem with non-ideal backhaul CoMP of in general being sensitive to impairments, including in this case backhaul delay. Thus, even if CoMP exhibits some gain for a very short latency in simulations, when brought into reality where not all backhaul links have identical latency there is a great risk of disappointment and performance losses.
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Figure 2: Median CoMP gains per scenario as reported in TR36.874 for 50 ms backhaul latency.
Observation

· CoMP performance sensitive to backhaul latency – often performance losses for 50 ms backhaul latency

· Difficult to ensure robustness with respect to backhaul latency → great risk for disappointment in real-life where not all backhaul links exhibit identical 5 ms latency.
4. Discussion

The long list of different inter-eNB signaling alternatives mentioned in the WID just provide some examples and was compiled without any proper analysis that would establish the need for such extensive standardization impact. As evident from the study item, CoMP performance as presented in 3 makes it evident that CoMP gains are in general small. The reported CoMP gains thus do not appear to be sufficiently large to motivate drastic changes of LTE such as an architecture change or significantly departing from existing ICIC framework.

Observation

· CoMP gains not sufficient to motivate substantial changes of LTE specification

Proposal

· Work with signaling enhancements within the scope of existing eNB to eNB ICIC signaling concept

Resource blanking appears to be the most popular coordination scheme in the CoMP evaluation campaign. This is in-line with the existing RNTP signaling for Rel-8 ICIC which essentially sends 1-bit information about neighboring cells’ power level per PRB, i.e., frequency domain information only. In contrast, resource coordination can be considered in both frequency and time-domain. Enhanced RNTP signaling is also mentioned in the WID under the point

· Enhanced RNTP-type information in frequency/time/power/spatial domain

Although gains for CoMP tend to be small, considering RNTP enhancements may be a tractable way forward. In particular, including the time domain into the signaling so as to convey that different subframes may have different power variations over frequency appears like a reasonable compromise that would provide a general framework for time-frequency resource blanking. 
Observation

· Coordinated resource blanking is a popular scheme in the CoMP evaluation campaign

· Resource blanking can be conducted in both frequency and time domain

· Existing RNTP signaling only considers frequency domain coordination
Proposal

· Consider enhancing existing RNTP signaling to support power spectra that may vary in the time domain
Considering RNTP enhancements is also proposed in conjunction with the collaborative distributed CoMP scheme proposed in [3]. Interestingly, this distributed CoMP scheme enjoys the highest CoMP gain reported by a single company in the evaluation campaign.
Observation

· The scheme with the highest reported gain by a single company performs distributed coordination well-in-line with RNTP enhancements
Resource blanking is a special case of coordinated power control with only two power levels – full or zero power. In practice, intermediate levels may also be useful to make a more fine-grained trade-off between SINR level and resources. The existing RNTP signaling already has a rudimentary support for power control in that the threshold level can be RRC configured. However, the signaling is currently restricted to 1 bit saying whether the power level is above or below the threshold. This is too limiting and can even not adequately support the special case of pure resource blanking. More flexibility in the signaling of the power level would thus be an attractive enhancement.
Proposal

· Consider enhancements of  the signaling of power levels in the existing RNTP signaling
During email discussion in [75-20], signaling of reference signal configurations was discussed. This is exemplified by 
· Used configurations of reference signals, CSI processes and CSI-IM configurations
· Indication of coordination result or coordination request for reference signal configurations, CSI processes and CSI-IM configurations
in the WID. Clearly, setting up reference signal configurations is something that can be handled as part of normal configuration of the network and is not something that needs to be sent between eNBs and being dynamically updated. The need of such signaling has furthermore not been investigated as part of the evaluation campaign making it hard to conclude on a need. The lack of proper motivation and analysis is actually something that most signaling proposals on the list of examples in the WID have in common.
Observation

· Reference signal configuration can be handled as part of normal network configuration without needing signaling between eNBs

· Most signaling example proposals in WID lack proper motivation making it difficult to motivate their introduction
5. Conclusions

This contribution discussed aspects concerning signaling of information on the backhaul between eNBs for the support of CoMP taking into account the small CoMP gains seen in the evaluation campaign. Based on the discussion we observe

· Gains for CoMP reported in TR36.874 are typically low or negative even for the CoMP friendly situation of 5 ms backhaul latency

· CoMP performance sensitive to backhaul latency – often performance losses for 50 ms backhaul latency

· Difficult to ensure robustness with respect to backhaul latency → great risk for disappointment in real-life where not all backhaul links exhibit identical 5 ms latency.
· CoMP gains not sufficient to motivate substantial changes of LTE specification
· Reference signal configuration can be handled as part of normal network configuration without needing signaling between eNBs

and propose
· Work with signaling enhancements within the scope of existing eNB to eNB ICIC signaling concept

· Consider enhancing existing RNTP signaling to support power spectra that may vary in the time domain

· Consider enhancements of  the signaling of power levels in the existing RNTP signaling
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