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1. Introduction

At the RAN1 #74bis meeting, it was identified that further performance evaluation and alignment of reference schemes are needed for small cell scenarios [1]. In our previous contribution [2], we provided our initial evaluation results for CoMP in a non-ideal backhaul. To clarify further the CoMP performance, in this contribution, we further discuss the coordination schemes of semi-static point muting (SSPM) for non-ideal backhaul and provide evaluation results based on aligned simulation assumptions, namely that the macro cell layer is considered in this contribution. 
2. Evaluation of Semi-static Point Muting with Non-ideal Backhaul 
At the last meeting, many companies provided SSPM evaluation results. Those results are mainly based on SSPM in which coordination is achieved by muting some of the resources of neighboring transmission points and not changing the transmission point for packet data transmission. The requirement for synchronization among the transmission points and consideration of packet exchange among coordination points across a non-ideal backhaul, which is needed for some CoMP schemes such as semi-static point selection (SSPS), could be avoided. Thus, SSPM can be considered as a robust coordination scheme against a non-ideal backhaul case. In this contribution, the impact of a non-ideal backhaul on different SSPM schemes is further investigated. 
We consider several SSPM schemes assuming a non-ideal backhaul in a centralized coordination manner in SCE scenario 2a. In centralized coordination, there exists a central unit (CU) for coordination which is connected to multiple eNBs through a non-ideal backhaul. CU coordination is performed in order to cancel interference between small cells. A non-ideal backhaul between the CU and each small cell for information exchange is assumed. 
2.1. CoMP schemes for evaluation  

In our evaluation, we consider three CoMP schemes: short-term information based centralized scheduling (S-CS), short-term information based centralized coordination (S-CC), and long-term information based centralized coordination (L-CC). For S-CS, the CU determines the resource assignment, UE, MCS, etc. for all the small cells connected to the CU. For S-CC, the CU only decides the resources to be used at each small cell and each small cell performs independent scheduling using the latest CSI for the UEs in its own small cell. For L-CC, the only difference compared to S-CC is that resource assignment is based on long-term information from UEs. In our companion document [4], backhaul signaling necessary for each scheme is also summarized.
S-CS: Centralized UE scheduling (UE selection and resource allocation for all UEs) based on short term information (CSI, etc.)  
· Downlink information, such as the CSI reported by UEs, from multiple eNBs in the coordinated area is gathered and processed to decide the resource allocation and the UE, MCS, rank and precoder selection for each eNB.
· The results of the resource allocation and UE/MCS/precoder selection are forwarded to each eNB.
· Each eNB transmits data for UEs based on the information from the CU. 
S-CC: Centralized resource coordination (Resource allocation for all eNBs) based on short-term information (CSI, etc.) [3]. 
· Downlink information, such as the CSI reported by UEs, from multiple eNBs in the coordinated area is gathered and processed together to decide the resource allocation to each eNB.
· The results of the resource allocation are forwarded to each eNB.
· For the allocated resources, each eNB conducts scheduling for the UE, MCS, rank, and precoder selection based on the most recent CSI, considering the resource allocation to the neighboring eNBs.
L-CC: Centralized resource coordination (Resource allocation for all eNBs) based on long-term information (RSRP, RU, etc.) 
· Downlink information, such as the RSRP measurement report by UEs, and load information of each eNB, such as the resource usage, from multiple eNBs in the coordinated area are gathered and processed together to decide the resource allocation to each eNB. 
· The results of the resource allocation are forwarded to each eNB.
· For the allocated resources, each eNB conducts scheduling for the UE, MCS, rank, and precoder selection based on the most recent CSI, considering the resource allocation to the neighboring eNBs.
2.2. Resource allocation mechanism for L-CC  

Generally, resource muting of a transmission point is beneficial to neighbors by avoiding interference, while the amount of resources available for transmission is reduced. In the S-CC method, scheduling criterion such as maximization of the PF metric based on non-outdated short-term CSI could achieve the best decision of resource and point muting. However, this criterion will lose its effectiveness when the short-term CSI is out-dated. In such a case, long-term information which is robust against delay could be used to decide resources for muting by considering the traffic load of each eNB and the effectiveness of interference avoidance to neighbors. Here, a resource allocation method using the long-term information is introduced as follows. 
· Step 1: CU decides the small cells that need to perform muting. 
· The target of this step is to find the small cells that impart severe interference to neighboring cells. These small cells are selected to mute specific frequency resources to improve the SINRs of UEs in the neighboring cells. More specifically, if the reported RSRP of a small cell is below a threshold, e.g., 6dB, compared to that for the serving cell, this cell is regarded as an interfering cell and needs to perform muting. 

· Step 2: CU calculates the muting ratios for the small cells that are to be muted. 

· The muting ratio is used to define how many frequency resources of the cell need to be blanked. The decision is made according to the load information, such as resource utilization. The basic principle is that the higher the traffic load or resource utilization is, the lower the muting ratio that should be employed.

· Step 3: CU designs the frequency resource muting pattern for each small cell based on the muting ratio. 

· In order to cancel the interference to/from the neighboring cells, the frequency resource muting pattern should be well coordinated. The following principles should be used.

· Non-muting resources among interfering cells should be orthogonal as much as possible.

· If the orthogonality requirement cannot be satisfied, select the least-interfered resource as non-muting.
The above resource allocation scheme reduces the interference level among coordinated small cells and ensures the amount of resources for data transmission of high load small cells. 
2.3. System level performance

We evaluated the UE throughput performance of the above schemes with different backhaul delays. Single user MIMO is assumed for the above schemes. Table AI in the Annex gives the simulation parameters. We assume 1 cluster with 10 small cells for each macro eNB. RSRQ with 6 dB bias and RSRP are used for inter- and intra-frequency layer cell selection, respectively. We assume both non-CoMP and intra-site dynamic point muting (DPM) CoMP in the macro layer and SSPM CoMP among small cells in 3 intra-site macro eNB areas in the small cell layer. FTP model 1 with a traffic load from low to high with the packet arrival rates of 15, 18, and 21 are assumed. The one way backhaul delay between the eNB and CU is 0 ms, 5 ms, and 50 ms which could be regarded as the ideal backhaul, low latency backhaul, and high latency backhaul, respectively.
Tables I-VI show the 5%, 50%, and average UE throughput of the CoMP schemes for different backhaul latencies for traffic loads of 12, 15, and 18, respectively. From the tables, we make some observations. First, the gain of the CoMP schemes of S-CC and L-CC over the baseline will increase with the traffic load. This is because the interference is severer among eNBs with a high traffic load and the interference coordination through CoMP is more effective. Second, if intra-site DPB is performed in macro layer, the total throughput value of two layers is generally increased compared to the results assuming non-CoMP in macro layer. And in the case, the gain achieved by non-ideal backhaul CoMP is slightly reduced compared to the results assuming non-CoMP in macro layer. Third, if the ideal or a short latency backhaul is assumed, S-CC achieves higher performance than L-CC. This indicates that non-outdated short-term information will yield a more suitable resource assignment decision than that based on long-term information. Forth, if a long latency backhaul is assumed, S-CC exhibits worse performance than L-CC. Since the resource assignment based on S-CC is outdated for a long latency backhaul, long-term information such as RSRP and RU which varies slower than the backhaul latency still provides a suitable resource assignment decision for L-CC.  
Based on the evaluation results, we find that the performance of S-CS is very sensitive to the backhaul latency. Even a short latency will lead to significant performance degradation. It is not a suitable CoMP scheme for a non-ideal backhaul. For S-CC, it is less sensitive to the backhaul latency. It achieves a large performance gain with a short-latency backhaul. However, for a long latency backhaul, S-CC yields poor performance even degradation. L-CC suffers only a very small performance degradation with an increasing backhaul latency. Even with a long backhaul latency (50 ms of one-way backhaul latency) it achieves a large performance gain. 
Observation 1: Semi-static point muting achieves large performance gain for the backhaul delay of 0-5 ms. 

Observation 2: The long-term information based coordination scheme (L-CC) achieves a large performance gain for the backhaul delay of 50 ms. 

Table I –UE Throughput Performance Assuming Non-CoMP in Macro Layer (load 15)
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Baseline  0

4.30  0.0 14.44  0.0 19.58  0.0 31.98%

S-CS

0 4.67  8.6  15.27  5.7  20.67  5.6  26.05%

5 3.25  -24.4  12.20  -15.5  17.19  -12.2  30.54%

50 1.75  -59.3  8.35  -42.2  12.45  -36.4  38.36%

S-CC

0 4.67  8.6  15.27  5.7  20.67  5.6  26.05%

5

4.50  4.7  15.04  4.2  19.61  0.2  26.03%

50 3.54  -17.7  10.50  -27.3  13.62  -30.4  28.42%

L-CC

0 4.42  2.8  14.60  1.1  19.80  1.1  30.40%

5 4.40  2.3  14.49  0.3  19.76  0.9  30.33%

50

4.39  2.1  14.24  -1.4  19.62  0.2  29.82%


Table II –UE Throughput Performance Assuming Non-CoMP in Macro Layer (load 18)
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Baseline  0

2.36  0.0 9.64  0.0 13.34  0.0 48.03%

S-CS

0 2.76  16.9  10.36  7.5  14.46  7.6  37.67%

5 1.50  -36.4  7.30  -24.3  11.18  -16.8  44.18%

50 0.59  -75.0 4.43  -54.0 7.88  -40.9  51.67%

S-CC

0 2.76  16.9  10.36  7.5  14.46  7.6  37.67%

5

2.74  16.1  10.05  4.3  13.91  3.5  37.96%

50 2.17  -8.1  7.68  -20.3  10.74  -20.1  40.92%

L-CC

0 2.58  9.3  9.76  1.2  13.78  2.5  45.09%

5 2.53  7.2  9.71  0.7  13.82  2.8  44.91%

50

2.49  5.5  9.43  -2.2  13.46  0.1  44.28%


Table III –UE Throughput Performance Assuming Non-CoMP in Macro Layer (load 21)
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Baseline  0

1.06  0 6.02  0 9.50  0  63.79%

S-CS

0 1.36  28.3  6.66  10.6  10.18  7.2  48.83%

5 0.59  -44.3  3.95  -34.4  7.40  -22.1  56.14%

50 0.22  -79.2  1.96  -67.4  4.94  -48.0  62.30%

S-CC

0 1.36  28.3  6.66  10.6  10.18  7.2  48.83%

5

1.28  20.8  6.31  4.8  9.67  1.8  50.69%

50 1.10  3.8  5.26  -12.6  8.17  -14.0  53.49%

L-CC

0 1.27  19.8  6.25  3.8  9.76  2.7  60.00%

5 1.31  23.6  6.21  3.2  9.62  1.3  59.43%

50

1.31  23.6  6.05  0.5  9.36  -1.5  58.49%


Table IV –UE Throughput Performance Assuming Intra-site CoMP in Macro Layer (load 15)
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Baseline  0

4.23  0 14.44  0  19.45  0 32.05%

ST-CS

0 4.54  7.3  15.21  5.3  20.59  5.9  26.19%

5 3.35  -20.8  12.54  -13.2  17.50  -10.0  30.35%

50 1.86  -56.0  8.51  -41.1  12.73  -34.6  37.97%

ST-CC

0 4.54  7.3  15.21  5.3  20.59  5.9  26.19%

5

4.49  6.1  15.09  4.5  19.64  1.0  26.03%

50

3.57  -15.6  10.42  -27.8  13.72  -29.5  28.34%

LT-CC

0 4.43  4.7  14.55  0.8  19.79  1.7  30.39%

5 4.50  6.4  14.65  1.5  19.91  2.4  30.01%

50 4.33  2.4  14.39  -0.3  19.68  1.2  29.69%


Table V –UE Throughput Performance Assuming Intra-site CoMP in Macro Layer (load 18)
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Baseline  0

2.39  0 9.71  0  13.65  0 47.34%

ST-CS

0 2.93  22.6  10.39  7.0  14.49  6.2  37.33%

5 1.57  -34.3  7.63  -21.4  11.56  -15.3  43.50%

50 0.57  -76.2  4.43  -54.4  7.99  -41.5  51.36%

ST-CC

0 2.93  22.6  10.39  7.0  14.49  6.2  37.33%

5

2.58  7.9  9.80  0.9  13.77  0.9  38.19%

50

2.26  -5.4  7.72  -20.5  10.60  -22.3  40.62%

LT-CC

0 2.52  5.4  9.65  -0.6  13.70  0.4  45.30%

5 2.56  7.1  9.69  -0.2  13.70  0.4  44.98%

50 2.54  6.3  9.71  0.0  13.67  0.1  43.78%


Table VI –UE Throughput Performance Assuming Intra-site CoMP in Macro Layer (load 21)
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Baseline  0

1.15  0 6.11  0 9.60  0 63.77%

ST-CS

0 1.40  21.7  6.64  8.7  10.15  5.7  48.65%

5 0.58  -49.6  3.95  -35.4  7.45  -22.4  55.93%

50 0.23  -80.0  1.99  -67.4  5.01  -47.8  61.81%

ST-CC

0 1.40  21.7  6.64  8.7  10.15  5.7  48.65%

5

1.35  17.4  6.29  2.9  9.86  2.7  50.30%

50

1.17  1.7  5.24  -14.2  8.12  -15.4  53.79%

LT-CC

0 1.27 10.4 6.00 -1.8 9.39 -2.2 58.0%

5 1.31 13.9 6.09 -0.3 9.55 -0.52 57.1%

50 1.24 7.8 6.30 3.1 9.81 2.1 57.3%


3. Conclusion 
In this contribution, we evaluated short-term centralized scheduling (S-CS), short-term centralized coordination (S-CC), and long-term centralized coordination (L-CC) for semi-static point muting considering centralized coordination in a non-ideal backhaul. The evaluation results showed the following.
Observation 1: Semi-static point muting achieves large performance gain for the backhaul delay of 0-5 ms. 

Observation 2: The long-term information based coordination scheme (L-CC) achieves a large performance gain for the backhaul delay of 50 ms.
The backhaul signaling required for the three schemes evaluated in this document is summarized in [4]. Among the schemes, we have a slight preference toward S-CC since this scheme provides better performance than S-CS and L-CC for a realistic backhaul assumption.
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Annex

Table AI - Simulation Parameters
 [image: image7.emf]Scenario  SCE scenario 2a

Cell deployment 

Hexagonal grid, 3 sectors per site, 

scenario 2a, 7 Macro sites

Clusters uniformly random within macro 

area; small cells uniformly random dropping 

within cluster area

System bandwidth per carrier 10 MHz

Number of carriers  1 1

Carrier frequency 2.0 GHz 3.5 GHz

Total BS Txpower 46 dBm 30 dBm

Distance-dependent path loss/ 

penetration / shadowing

ITU UMawith 3D distance ITU UMiwith 3D distance

Number of small cells 1 cluster per macro sector. 10 small cells per cluster

Traffic model FTP model 1 with packet size of 0.5Mbytes

UE distribution 2/3 UEs randomly and uniformly dropped within the cluster, 1/3 Uesrandomly and 

uniformly dropped throughout the macro geographical area. 20% UEs are outdoor 

and 80% UEs are indoor.

Transmission schemes  Macro layer: Single point transmission, DPB 

Small cell layer: Single point transmission, S-CS, S-CC, L-CC 

Coordination area 3 intra-site eNBs

Measurement set size  2

MIMO scheme

SU-MIMO; rank adaptation up to rank 2.

Handover margin 0 dB

CRS interference  Ideal CRS interference cancelation 

UE receiver  MMSE-IRC

UE moving speed  3 km/h

Antenna configuration  2x2, CPA

Control delay  6ms

CSI-RS channel estimation  Non-ideal without a priori PDP information

DM-RS channel estimation Non-ideal

Overhead PDCCH (2 symbols), DMRS (12 REs per RB), CRS (2ports in 4/10 non-MBSFN 

subframes) 
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