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1 Introduction

A study item on UMTS Heterogeneous Networks was started in RAN#56 [1]. Deployment of Low Power Nodes (LPNs) as a complement to a macro network aims at improving capacity and coverage. In [2], we list some of the deployment scenarios to be studied as part of the study item. One important deployment scenario is when each LPN creates a separate cell within a macro network. We refer to this as co-channel deployment. Another deployment scenario which is attractive in a number of mobility aspects is the combined cell deployment where each LPN is part of the macro cell. The combined cell deployment avoids frequent handovers, and allows the UE to reduce handover failure rate [3, 4]. An overview of combined cell deployment is given in [5].

During RAN1#72bis and RAN1#73, questions were raised about the performance of legacy UEs in a combined cell deployment. In [7], it was shown that the legacy UE performance could be significantly impacted due to the propagation delay between macro and LPN. However, in [8, 9] it was shown that the degradation is very small when the same simulation framework was used.

During RAN#61, the following open issues are identified to be further addressed in RAN1 [10].

· The benefits of E-DCH decoupling should be further assessed. For example, the quality and cost (in terms of LPN power) of downlink control signalling transmitted by the LPN and the delay in receiving the grants need to be investigated.

· The benefits of NAIC for LPN range expansion should be further assessed. Both pre-decoding and post-decoding IC should be considered and the gains and reliability of needed signalling to enable IC should be evaluated.

· The impacts of combined cells, e.g. on performance of legacy terminals, should be further assessed.

In this contribution we present results on legacy UE performance in a combined cell. We investigate the impact of the time delay between nodes on legacy UE performance in a combined cell network operating in single frequency network (SFN) mode. The Technical Report [11] already contains such results for deployments in which the macro inter-site distance equals 500 m. In this contribution, results for 500 m, 1000 m, and 1732 m inter-site distances are provided.
2 SFN and the Impact of Time Delay between Nodes on Legacy UE Performance
In SFN mode multiple nodes, e.g., macro and LPNs, transmit the same data to a specific UE. Hence, the signal to noise ratio of the UE can be improved. The main idea of this mode is to combine signals over the air from all nodes by means of transmitting exactly the same pilot, control channels and data channel in downlink using the same carrier frequency, spreading code and scrambling codes. SFN operation hence results in higher received power levels but also increased delay spreads. The latter is simply caused by the fact that the different nodes within a combined cell are located at dissimilar geographical positions, which means that a UE will experience different propagation delays to/from the different nodes. We sometimes refer to this as differential propagation delay. Figure 1 shows the impact on multipath channel where the combined channel impulse response (CIR) becomes longer due to different propagation delays between two nodes.
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Figure 1: Longer delay spread due to different propagation delays in SFN mode.
3 System Simulation Model
To evaluate the impact of the differential propagation delay we study a network deployment comprising 4 LPNs per macro sector. The performance of the network is analyzed for different macro cell inter-site distances (ISDs), namely ISDs of 500 m, 1000 m, and 1732 m, and with and without modeling of the differential propagation delay. As the differential propagation delay has typically not been modeled in many previous evaluations we refer to the former case as legacy modeling. The LPNs have an output power of 37 dBm and a cell individual offset of 0 dB is employed. Furthermore, uniform user distribution together with full buffer traffic is employed in the evaluations and the average traffic load is 16 UEs per macro cell. A UE receiver type 3 is assumed using a searcher dimensioned to cover the multi-path profile. The complete set of parameters used is listed in Table 1 of the Appendix.
4 Simulation Results
The performance of the SFN network is evaluated with and without the impact of the differential propagation delay. Figure 2 depicts the performance in terms of average cell throughput and mean user throughput, respectively, whereas Figure 3 shows the performance in terms of median and 5th percentile (cell-edge) user throughput. As illustrated by the results in Figure 2 and Figure 3 the differential propagation delay generally has a very small impact on network performance. The cell throughput, the mean user throughput, and the median user throughput are essentially unaffected by the differential propagation delay. For the cell-edge user throughput the differential propagation delay has some impact and, as expected, the effect is higher for larger inter-site distances. With an ISD of 1732 m the impact on the cell-edge performance is around 15 %. Table 1, table 2 and table 3 summarize the results and the impact of modeling the differential propagation delay for inter-site distances of 500 m, 1000 m, and 1732 m, respectively.
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Figure 2: Average cell throughput (cell thr.) per macro cell and mean user throughput (mean uthr.) versus inter-site distance and with and without differential propagation delay modeling.
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Figure 2: Median user throughout (median uthr.) and 5th percentile user throughput (5th perc, uthr.) versus inter-site distance and with and without differential propagation delay modeling.

Table 1: Impact of differential propagation delay modeling for ISD = 500 m.
	Metric
	Modeling of differential propagation delay

	
	No
	Yes
	Impact

	Cell throughput [Mbps/cell]
	6.56
	6.53
	< 1%

	Mean user throughput [Mbps]
	0.410
	0.408
	< 1 %

	5th perc. user data rate [Mbps]
	0.0743
	0.0704
	-5%

	Median user throughput [Mbps]
	0.371
	0.370
	<1%


Table 2: Impact of differential propagation delay modeling for ISD = 1000 m.

	Metric
	Modeling of differential propagation delay

	
	No
	Yes
	Impact

	Cell throughput [Mbps/cell]
	6.68
	6.70
	<1%

	Mean user throughput [Mbps]
	0.418
	0.418
	<1%

	5th perc. user throughput [Mbps]
	0.0766
	0.0747
	-2.5%

	Median user throughput [Mbps]
	0.384
	0.385
	<1%


Table 3: Impact of differential propagation delay modeling for ISD = 1732 m.

	Metric
	Modeling of differential propagation delay

	
	No
	Yes
	Impact

	Cell throughput [Mbps/cell]
	6.38
	6.29
	-1%

	Mean user throughput [Mbps]
	0.399
	0.392
	-2%

	5th perc. user data rate [Mbps]
	0.0745
	0.0630
	-15%

	Median user data rate [Mbps]
	0.357
	0.341
	-4.5%


5 Summary and conclusions

In this contribution we have investigated the impact of the differential propagation delay in combined cell SFN mode. We show that for small and moderate inter-site distances, here exemplified by deployments with 500 m and 1000 m inter-site distances, the impact of the differential propagation delay is generally very small. For relatively large inter-site distances, like 1732 m or above, the differential propagation delay may have a negative impact on the cell-edge user performance; in the 1732 m ISD deployment studied here the differential propagation delay resulted in a 15% drop in cell-edge user throughput. Other performance metrics, like the average cell throughput, the mean user throughput and the median user throughput were largely unaffected by the differential propagation delay.

The Technical Report [11] already contains data on the impact of the differential propagation delay for 500 m ISD deployments. Those results are very similar to the corresponding results presented in this contribution. The technical Report [11] does not, however, contain any data on the impact of the differential propagation delay for ISDs other than 500 m and for completeness the results in the Technical Report may be complemented by the results for 1000 m and 1732 m ISDs presented here.
Observation 1: The impact of the differential propagation delay in combined cell SFN mode is negligible for small and moderate inter-site distances.
Observation 2: For very large inter-site distances, like 1732 m or above, the differential propagation delay may have a negative impact on the cell-edge user performance.
Proposal I: The results of this contribution, for deployments using ISDs of 1000 m and 1732 m, are added to the Technical Report [11].
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7 Appendix

Table 4: System level simulation parameters.

	Parameters
	Values and comments

	Cell Layout
	21 cell hexagonal (7 NodeB sites, 3 sectors per Node B site with wrap-around)

	Inter-site distance
	500 m, 1000 m, or 1732 m

	Carrier Frequency
	2000 MHz

	Carrier Spacing
	5MHz 

	Path Loss
	Macro Node: L=128.1 + 37.6log10(R), R in kilometres

LPN: L=140.7 + 36.7log10(R), R in kilometres

	Log Normal Fading 
	Standard Deviation : 8dB

Inter-Node B Correlation: 0.5

Intra-Node B Correlation :1.0

Correlation Distance: 50m 

	Antenna pattern
	3GPP ant (2D ant):                                                     
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            = 70 degrees,     Am = 20 dB
LPN: 2D Antenna, omni-directional

	Channel Model
	PA3

	Penetration loss
	20dB

	Maximum UE EIRP
	24dBm

	Maximum Tx Power of BS
	Macro Node: 43dBm
LPN: 37 dBm

	Max BS Antenna Gain
	Macro cell: 14dBi
LP cell: 5 dBi

	Max UE Antenna Gain
	0dBi

	NodeB Noise Figure
	Macro Node: 5 dB

LPN: 5 dB

	CIO
	0 dB

	UE Noise Figure
	9 dB

	Thermal noise density
	-174dBm/Hz

	HS-DSCH
	Up to 15 SF 16 codes per carrier for HS-PDSCH

-Total available power for HS-PDSCH is 70% of Node B Tx power

HS-PDSCH HARQ: Both chase combining and IR based can be used. Maximum of 4 transmissions with 10% target BLER after the first transmission. Retransmissions are of highest priority.

	Number of HARQ processes
	6

	HS-SCCH code number
	4

	Total overhead power
	30%

	UE Receiver
	Type 3

	Soft Handover Parameters
	R1a (reporting range constant) = 4.5 dB 
R1b (reporting range constant) = 4.5 dB 

	Max active set size
	3

	Power control
	DL: Based on CQI. No IBLER control

	Traffic model
	Full buffer 

	Total number of users
	16

	User dropping criteria
	random with uniform distribution

	Number of LPNs
	4

	LPN drop criteria
	Random with uniform distribution

	Network Configuration
	SIMO 
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