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1
Introduction
In RAN1#74bis some aspects of D2D resource allocation was shortly discussed with the following agreement:

Agreement: 

· TDM can be used for multiplexing D2D signal and cellular signal from individual UE perspective (at least within one carrier), including a mechanism for handling/avoiding collisions (details FFS)

· Study further the possibility to use FDM for D2D and cellular signals, including how to handle the near-far effect in case of FDM, and impact on waveform.

· Take into account both UE and system aspects 

This contributions discusses the multiplexing between D2D and cellular signals, between D2D signals, the allocation of resources to different D2D UEs and compares contention based resource allocation access to scheduling based.
2
Multiplexing of resources 

2.1 Multiplexing between D2D and cellular signals

In this section the multiplexing between D2D and cellular data control signals for the same UE are discussed. According to the agreement from RAN1#74bis, TDM can be used for this purpose. In general, cellular signals on the UL resources consists of PUSCH, PUCCH and RACH. For the data communication it is natural to assign different subframes for cellular usage and D2D usage. Hence, TDM is the natural choice between PUSCH and D2D signals.
For the cellular DL transmission on PDSCH, the acknowledgement signals are transmitted on PUCCH. In order not to limit the subframes for PDSCH and penalize the DL capacity PUCCH could be FDM multiplexed in the same subframe with the D2D signals. As the PUCCH resources are on the edges of the channel, D2D would still have a contiguous region in the middle of the channel. The PUCCH and the D2D regions could be in addition separated by guard bands consisting of a few PRBs (FFS), if needed.
Proposal1: PUCCH and D2D signals can be FDM multiplexed in the same subframe.
2.2 Multiplexing between D2D signals from different UEs

There are many considerations to take into account when discussing the multiplexing schemes, TDM and/or FDM, between D2D UEs. First, TDM is the natural starting point as different groups of UEs must be served at different points of time and also very narrow channels, where there is an opportunity for only one UE to transmit at a time, must be supported. Moreover, TDM does not suffer from the near-far effect and is therefore straightforward to use. 
It is also natural to assume that for the cases of with network coverage, that there is also cellular traffic and only a part of the subframes are used for D2D (as for TDM). The subframes used for D2D operation can be configured by higher layers.

Proposal 2: D2D signals can be TDM multiplexed.
However, TDM has some serious drawbacks which must be addressed, and therefore in addition to TDM we could consider FDM type of multiplexing between D2D UEs. One serious problem with TDM-only system is a capacity loss for a wide channel used for narrow band applications with very low data rate, such as voice. According to [3] a typical voice packet could use only 3 PRBs in one subrame and the rest of the bandwidth would be unused. FDM could on the other hand carry several voice channels in a subframe simultaneously. Therefore it is natural to consider FDM in addition to TDM for the multiplexing between D2D signals. Especially in the network coverage case, where part of the subframes are reserved for cellular operation, the capacity of TDM-only system would be even more affected. Another problem related to TDM-only approach is the number of simultaneously supported groups. For example, according to the PS requirements the minimum number of groups should be supported is 20 [2], but eventually the number can be much higher. With FDM approach, it will be easier and more flexible to support various number of groups. 
However, for D2D usage FDM is far from problem free and there are some drawbacks to be considered as well. One problem is the near-far effect in combination with in-band emissions and the lack of power control for D2D communication. This means basically that if a UE receives multiple signals in a FDM fashion, where some signals originates from remote UEs and other signals from nearby UEs the in-band emissions from the strong signals can be in the same order as the weaker signals from the remote UEs. This can lead to a situation where the weak signals are severely interfered by the in-band emissions. Furthermore, the AGC in the receiver settles to a gain according to the stronger signals and weak signals might therefore be below the resolution of the ADC converter. The in-band emission problem can to some degree be mitigated by inserting guard bands in the form of empty PRB pairs between the multiplexed allocations.
Half-duplex operation for D2D creates another problem for FDM as a transmitting UE cannot receive signals that are transmitted from other D2D UEs in the same subframe. One simple way to mitigate the half-duplex restriction is to allow only one UE from a broadcast group to transmit in a subframe.
All the problems mentioned above for FDM are potentially serious but they can be to some degree mitigated by resource usage restrictions. Although there seems to be some drawbacks for FDM, the most important advantage is the higher capacity compared to TDM due to the flexible ability to multiplex multiple D2D signals in the same subframe, especially considering the PS requirements on group communication. As it seems that the higher capacity outweighs the potential drawbacks we consider it advantageous to adopt FDM (with some restrictions) in addition to TDM for the multiplexing of D2D signals.
Proposal 3: FDM can be used for multiplexing D2D signals from different groups in the same subframe.
In addition, based on the discussion above and the half duplex operation mode, we proposed:
Proposal 4: Only one device from a D2D group can transmit in a given subframe.
The actual details for FDM require some further studies. One solution is to have fixed channels with separating guard bands and the other possibility is to have just one region and scheduler will define the actual PRB pairs to transmit on. The former solution is more adapted for a contention based allocation scheme, where there are no explicit dynamic scheduling grants and the latter solution is for a scheme with centralized scheduler. Centralized scheduling versus contention based operation is discussed in a later section in this contribution.
The discussion above is basically for D2D communication but FDM can be used for D2D discovery as well even if the multiplexing requirements for discovery might be different. D2D discovery is discussed in a companion contribution [4].

3
Resource allocation

Another aspect that should be discussed is the method with which time/frequency resources are allocated to the D2D UEs. It has been suggested that the resource access for out of coverage UEs could be based on scheduling from a cluster head (CH) or by contention between the UEs. In this section we discuss the scheduling with the assumption that there are two different kinds of scheduling: long term semi-persistent scheduling and short term dynamic scheduling. Independent of the solution for the dynamic allocation of resources, scheduled or contention based, we think there should be at least a semi-persistent coarse allocation scheduling for the broadcast groups.     
In principle the fully dynamic scheduling for group resources would lead to a complex system design and high signalling overhead. It would require that the CH is capable of providing scheduling and supporting all the related functions in the same way as an eNB. Considering the focus of D2D communications on out of NW coverage scenario for PS usage, it is desirable that even the normal PS UEs (e.g. non-vehicle type of device) can take the role of CH without adding any unnecessary complexities. Hence, fully dynamic scheduling scheme might not be a suitable approach for D2D resource allocation. 
On the other hand, with fully contention-based solutions (i.e. contention between groups and also contention among UEs within the same group), the collision probability is likely to affect the reliability and timely information exchange among group members. For real-time communications, this essentially leads to outage for those D2D links affected by large number of collisions, thus limiting the maximum number of supported D2D communication groups in a certain area. In [2] it is required that a minimum number of 20 PTT Groups must be supported in a certain area. . 

An alternative to fully dynamic resource allocation is semi-persistent resource allocation, which introduces less control overhead and is also suitable for both scenarios of within NW coverage and out of NW coverage. Since semi-persistent operation is already supported in the current LTE specification, it is preferable to reuse and potentially extend the current semi-persistent resource allocation procedures for incorporating resource allocation to D2D communication groups. Moreover, semi-persistent resource allocation is also seen as more favourable than uncoordinated access in terms of interference coordination since different transmitters (and groups) will have different resources. And therefore:

Proposal 5: Considering the PS group communication requirements, complexity and efficiency, it is proposed that semi-persistent resource allocation for D2D communication groups needs to be considered in RAN1.

In order to support the semi-persistent resource allocation, CH needs to support the simple scheduling functions such as providing resource configuration (for example including providing frame structure, frame number) and semi-persistent configuration of group resources. The resources allocated to different groups can be based on FDM, TDM or the combination of FDM and TDM. 

Assuming that resources are allocated to different groups, the next step is to provide a mechanism for utilization of those resources by UEs belonging to the different groups. Different options ranging from scheduling-based to full contention-based can be considered:
Alt.1: Scheduled by CH
· When one UE within one group wishes to transmit data to other members, firstly it will send scheduling request to CH. The UE sends the request on a common resource, which may be pre-defined or configured by CH. Details of such configuration are FFS. 

· Based on the received requests, CH can select the transmitting UE for each active group and inform the group members that there is an active transmission for the group. The resources are already known to the UEs due to the semi-persistent allocation of group resources. The transmitting UE needs to be identified as well in order to avoid intra-group collision in case two or more UEs requested transmission opportunity at the same time. 
· The UE who gets the grant confirmation will broadcast the data to all UEs in the group in the corresponding resources. The grant may be valid for one or more scheduling rounds, i.e. scheduling of the transmissions themselves can be dynamic or semi-persistent, depending, for example on cluster head capabilities and load. 
Alt.2: Scheduled by one device within the group 

Similar to Alt.1, but in this case there should be one UE within the group acting as resource allocation head within the group. This could reduce the complexity of CH and UEs within the group requesting resource from the group head. Details for management and selection of group head are FFS. 
Alt. 3: Contention based access within the group

In addition to scheduling based resource usage within the group, another option is to consider contention-based access. It should be noted that here the contention is limited within one group only, which is assumed to be less frequent than inter-group collisions in case of PTT applications. Such scheme potentially allows for simplified management of resources within the group, however due to the nature of contention-based operation, collision cannot be completely avoided.

The alternatives listed above have different trade-offs in terms of complexity to cluster-head and UE implementations, robustness, and scalability for large number of UEs and UE groups. Furthermore, by applying semi-persistent allocation of resources to D2D groups and / or transmitting UEs, the dependency on coverage of cluster head is lessened compared to full dynamic allocation. Considering the design complexity and targeting robust and efficient resource usage, it is proposed to further study alternatives above.
Proposal 6: Considering the design complexity as well as the required robustness and efficient resource usage, it is proposed to further study semi-persistent resource allocation for D2D groups and transmitting UEs. The details on the semi-persistent resource allocation and related mechanisms to improve robustness are FFS.
Even though we have considered in this contribution the problem of  Groupcast and Broadcast communications from the point of view of without network coverage case, if such use case is to be supported also within network coverage it is natural to assume that the eNB could take the role of cluster head and coordinate the resource utilization accordingly. An example of a resource allocation table is shown in Figure 1.

[image: image1]
Figure 1. Example resource allocation table for D2D group communications

4
Comparing scheduling based resource allocation access to contention based  

We assume here that we have a scheduling based semi-persistent method for defining the transmit opportunities for the broadcast groups as discussed in the previous section and the resource allocation method within the group is based on either dynamic scheduling or contention. Both methods have some pros and cons that we will further discuss in this section. 
Dynamic scheduling is an allocation technique used for both LTE DL and UL and does not need any further clarification. One aspect that is different in the context of D2D communications is that in the out of coverage case the scheduling grants are given in a centralized way by a cluster head (CH) instead of the eNB. The cluster head is a regular D2D UE with the additional capability of scheduling. Here we assume the out of coverage case as it is more challenging than the in NW coverage case.
The big advantage of scheduling based resource access is that it has a higher capacity and also a more predictable performance than the contention based resource access. Another advantage is that centralized scheduling can optimize the scheduling and potentially mitigate near-far effects by giving grants with adaptive guard bands between FDM channels and also grants that avoid interference from allocations on a mirror frequency. On the other hand a scheduled system is more vulnerable to network failures. If, for example, the CH for some reason becomes inoperable no D2D data can be transmitted and the network must go through some CH management procedures to select a new CH. The CH management is FFS, but it can be anticipated that in these circumstances the D2D network would inoperable for some time, perhaps up to 100 ms. Another problem with the centralized scheduling operation is that the power consumption for the CH gets very high. Therefore it is envisioned that for PS applications the CH is preferred to be a non-battery powered device, e.g. based on a truck, which can also guarantee the higher power consumption and potentially higher coverage.
The contention based media access method is well known from Wireless LAN world (and before that in Ethernet), where some flavours of contention based medium access have successfully been used for many years. Here the D2D devices compete for network access. There are no centralized scheduler and the media access works in a distributed way. The biggest problem for the contention based access is that it suffers from a certain probability of collisions. The collisions can to some extent be controlled and limited but they cannot be completely removed. This is a problem especially for D2D, where we do not have a feedback channel in the physical layer. One big advantage is the distributed control, which means that the network is less vulnerable as it does not depend on single scheduling node. Also the power consumption can be assumed to be equal for all devices.
CSMA (Carrier Sense Multiple Access) is a well-known contention based techniques, where a device is listening to the channel before it transmits. If the channel is free, the device can transmit. In principle CSMA is more suitable for an asynchronous system without a subframe structure because it is not clear how the carrier sensing would be positioned in the LTE subframe framework. Another consideration is that the sensing part of the CSMA signal consists of a preamble, which also provides synchronization. As this preamble is quite long the data packet must also be reasonably long in order to guarantee sufficient spectral efficiency, which is not always the case in D2D where short voice packets are assumed to be common.
Slotted Aloha is another type of contention based media access. Here the devices can transmit with some probability in a subframe. The structure of slotted Aloha is similar to the LTE subframes as it assumes synchronous slots, where each transmission takes place. 

There are many flavors of both CSMA and Slotted Aloha adapted for different types of networks and with different performance. In case RAN1 decides to base the D2D media access on a contention based solution there will probably be many enhancements required to the basic protocols for D2D optimization.

In general, it is difficult to compare centralized dynamic scheduling to contention based operation for media access inside the broadcast groups because they are in several respects each other’s counterparts. When looking at the very essential properties like capacity, reliability and fair power consumptions between the nodes it seems like neither centralized not contention based can fulfill them all. The centralized approach has perhaps the additional advantage that it can provide a higher level of control of the transmissions.
Proposal 7: RAN1 needs to discuss the advantages and drawbacks of scheduled versus contention based operation for D2D communication. In case the contention-based approach is considered RAN1 should also clarify the scope of the contention.
5
Conclusions
In this contribution we have discussed the D2D resource allocation, multiplexing and also compared centralized resource access control to contention based, with the following proposals:
Proposal1: PUCCH and D2D signals can be FDM multiplexed in the same subframe.
Proposal 2: D2D signals can be TDM multiplexed.
Proposal 3: FDM can be used for multiplexing D2D signals from different groups in the same subframe.
Proposal 4: Only one device from a D2D group can transmit in a given subframe.
Proposal 5: Considering the PS group communication requirements, complexity and efficiency, it is proposed that semi-persistent resource allocation for D2D communication groups needs to be considered in RAN1.

Proposal 6: Considering the design complexity as well as the required robustness and efficient resource usage, it is proposed to further study semi-persistent resource allocation for D2D groups and transmitting UEs. The details on the semi-persistent resource allocation and related mechanisms to improve robustness are FFS.
Proposal 7: RAN1 needs to discuss the advantages and drawbacks of scheduled versus contention based operation for D2D communication. In case the contention-based approach is considered RAN1 should also clarify the scope of the contention.
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