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1 Introduction
From RAN1#74 meeting, study item on CoMP with non-ideal backhaul was started.  Scenarios and evaluation assumptions for CoMP with non-ideal backhaul was discussed and agreements were captured in [1].    Agreed scenarios for evaluation are CoMP scenario 2, SCE scenario 1 and SCE scenario 2a. 
In RAN1#74bis meeting, some initial evaluation results were provided [4-12] but the performance gains of CoMP schemes with non ideal backhaul vary in a large range from different companies even with a common set of agreed simulation assumptions.  In [13] , further alignment of simulation assumptions and metrics are agreed.  
Our results with semi-static point selection/muting (SSPS/M) were provided in [2] in RAN1#74bis.  Since no gain was observed in [2] for CoMP scenario 2, here we focus on SCE scenarios only.  In this contribution, we mainly provide the evaluation results with semi-static point muting (SSPM) and update the results of semi-static point selection/muting (SSPS/M) with some additional metrics in the appendix.
2 Performance evaluation of semi-static point muting with non-ideal backhaul
In our system level simulation,  maximum size of three is assumed for the CoMP measurement set as supported in Rel-11.  Different from ideal backhaul assumed in Rel-11, non-ideal backhaul is assumed here.  According to [3], definition of non-ideal backhaul covers various types of backhaul technologies with latency ranging from 2ms to 60ms.    With different backhaul latencies, different kind of coordination can be done.  The backhaul latency mainly affects the data and information exchange including scheduling information, CSI/HARQ feedback information.  
In our simulation, we investigate the performance of semi-static point muting with two latency values for non-ideal backhaul which are 5ms and 50ms as agreed in [1].
Reference schemes we used for performance comparison are:

· Rel-11 Intra-site dynamic point selection/ blanking (DPB) between the 3 sectors of each macro  

· Rel-11 feICIC with time domain ABS for SCE scenario 1
· Rel-11 CoMP feedback with up to 4 CSI processes 
In each scenario, three different traffic loadings are used to represent low load, medium load and high load cases respectively. More details simulation assumptions including error modeling are shown in the appendix. 
To realize SSPM, a centralized controller is assumed for resource coordination for each macro area.  CoMP UEs which require muting of the coordinating point are pre-scheduled in the serving point taking into account of the backhaul delay and requests muting via the centralized controller.  The centralized controller decides the muting pattern of each point and each point follows the centralized controller's recommended muting pattern in the designated subframe(s) taking into account of backhaul delay.  MCS assignment is done with the most updated CSI fed back by UEs.   
2.1  Small cell Scenario 1 with NIB
In this scenario, we consider 4 small cells per macro cell.  Performance results of this scenario are shown in Table1.   It can be observed that  some gain can be obtained by doing SSPM with 5ms latency.  Up to 17.5% gain is observed on the medium UE throughput when the loading is high.  For 50ms latency, loss is observed in all cases.   Coupling loss and geometry are provided in figure 1 and 2 respectively.
Table 1 SSPM performance with different backhaul latencies for small cell scenario #1
	Traffic Load
	Backhaul Types
	Served cell Tput (Mbps)
	1st TX success rate
	Mean UPT

(Mbps)
	5% UPT

(Mbps)
	50% UPT

(Mbps)
	95% UPT

(Mbps)

	Low

(RU = 15%)

(λ=5)
	Reference scheme
	4.0372
	93.01%
	29.8981

(0%)
	7.6122

(0%)
	31.0130

(0%)
	49.8559

(0%)

	
	5ms latency
	4.0387
	93.06%
	30.2215

(+1.1%)
	6.6576

(-12.5%)
	31.5714

(+1.8%)
	50.2596

(+0.8%)

	
	50ms latency
	4.0349
	92.98%
	28.4765

(-4.8%)
	6.3314

(-16.8%)
	28.4904

(-8.1%)
	49.6146

(-0.5%)

	Medium

(RU = 35%)

(λ=10)
	Reference scheme
	7.9448
	91.93%
	21.7209

（0%）
	2.0147

（0%）
	20.4340

（0%）
	45.5639

（0%）

	
	5ms latency
	7.9241
	92.03%
	22.2396

(+2.4%)
	2.0745

(+3%)
	21.4458

(+5%)
	45.2161

(-0.7%)

	
	50ms latency
	7.9057
	92.10%
	20.2267

(-6.9%)
	1.7996

(-10.7%)
	18.6422

(-8.8%)
	43.8889

(-3.7%)

	High

(RU = 65%)

(λ=20)
	Reference scheme
	14.6432
	91.04%
	14.2678

（0%）
	0.8560

（0%）
	9.0882

（0%）
	42.9293

（0%）

	
	5ms latency
	14.7968
	91.53%
	14.8189

(+3.9%)
	0.9513

(+11.1%)
	10.6791

(+17.5%)
	40.5981

(-5.4%)

	
	50ms latency
	14.6968
	91.24%
	12.5879

(-11.7%)
	0.8295

(-3.1%)
	9.0331

(-0.6%)
	34.9762

(-18.5%)
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Figure 1 Coupling loss for small cell scenario1
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Figure 2 Geometry for small cell scenario 1


2.3  Small cell Scenario 2a with NIB
For small cell scenario 2a, we consider sparse scenario with 4 small cells per macro and dense scenario with 10 small cells per macro.  The  performance results are shown in Table 3 and Table 4.   Significant gain can be obtained when the latency is 5ms.  Up to 30% gain can be observed on median UE throughput in sparse scenario.  More gain (up to 64.5%) gain can be observed on medium UE throughput in dense scenario.   For 50ms latency, loss is observed in most of the cases.  Only for dense deployment,  some gain is observed on median UE throughput.
Table 2 SSPM performance with different backhaul latencies for small cell scenario #2a (Sparse)
	Traffic Load
	Backhaul Types
	Served cell Tput (Mbps)
	1st TX success rate
	Mean UPT

(Mbps)
	5% UPT

(Mbps)
	50% UPT

(Mbps)
	95% UPT

(Mbps)

	Low

(RU = 15%)

(λ=5)
	Reference scheme
	3.9571
	92.04%
	27.5393

(0%)
	9.2158

(0%)
	28.3489

(0%)
	42.7610

(0%)

	
	5ms latency
	3.9593
	91.66%
	29.1592

(+5.9%)
	9.9932

(+8.4%)
	29.9386

(+5.6%)
	46.4986

(+8.7%)

	
	50ms latency
	3.9578
	91.96%
	27.2236

(-1.2%)
	8.9214

(-3.2%)
	27.7439

(-2.1%)
	43.0637

(+0.7%)

	Medium 

(RU = 35%)

(λ=10)
	Reference scheme
	7.9746
	93.02%
	20.9783

(0%)
	4.9042

(0%)
	19.8332

(0%)
	38.8622

(0%)

	
	5ms latency
	7.9711
	92.93%
	22.9476

(+9.4%)
	5.6722

(+15.7%)
	22.3816

(+12.9%)
	40.1389

(+3.3%)

	
	50ms latency
	7.9641
	93.01%
	19.8877

(-5.2%)
	4.6972

(-4.2%)
	19.0261

(-4.1%)
	36.7585

(-5.4%)

	High

(RU = 70%)

(λ=20)
	Reference scheme
	14.6162
	92.77%
	12.1837

(0%)
	1.1152

(0%)
	7.9623

(0%)
	36.3222

(0%)

	
	5ms latency
	15.0397
	92.82%
	13.3770

(+10%)
	1.2901

(+15.7%)
	10.3581

(+30%)
	33.9936

(-6.4%)

	
	50ms latency
	14.6651
	92.91%
	10.7905

(-11%)
	1.1267

(+1%)
	8.0666

(+1.3%)
	28.1953

(-22%)
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Figure 3 Coupling loss for small cell scenario 2a (sparse)
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Figure 4 Geometry for small cell scenario 2a (sparse)


Table 3 SSPM performance with different backhaul latencies for small cell #2a scenario (Dense) 
	Traffic Load
	Backhaul Types
	Served cell Tput (Mbps)
	1st TX success rate
	Mean UPT

(Mbps)
	5% UPT

(Mbps)
	50% UPT

(Mbps)
	95% UPT

(Mbps)

	Low

(RU = 20%)

(λ=11)
	Reference scheme
	3.9608
	93.05%
	19.5448

(0%)
	3.1215

(0%)
	18.3898

(0%)
	37.8013

(0%)

	
	5ms latency
	3.9593
	93.01%
	21.1546

(+8.2%)
	3.1040

(-0.6%)
	20.7745

(+13%)
	40.3043

(+6.6%)

	
	50ms latency
	3.9592
	92.86%
	18.5295

(-5.2%)
	3.0094

(-3.6%)
	17.2826

(-6%)
	37.2874

(-1.4%)

	Medium 

(RU = 40%)

(λ=22)
	Reference scheme
	7.5462
	92.63%
	11.4846

(0%)
	0.7968

(0%)
	8.6317

(0%)
	31.2956

(0%)

	
	5ms latency
	7.6006
	92.84%
	13.8110

(+20)
	0.8109

(+1.8%)
	12.2512

(+42%)
	33.8618

（+8.2%）

	
	50ms latency
	7.5690
	92.53%
	10.8840

(-5.2%)
	0.8003

(+0.4%)
	9.3116

(+7.8%)
	27.4679

(-12.2%)

	High

(RU = 60%)

(λ=33)
	Reference scheme
	10.0018
	92.71%
	7.3947

(0%)
	0.7146

(0%)
	3.7046

(0%)
	25.6457

(0%)

	
	5ms latency
	10.4794
	92.58%
	9.4048

(+27%)
	0.7313

(+2.3%)
	6.1008

(+64.5%)
	28.2600

(+10.2%）

	
	50ms latency
	10.1947
	92.46%
	7.2541

(-1.9%)
	0.7290

(+2%)
	4.7425

(+28%)
	21.8044

(-15%)
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Figure 5 Coupling loss for small cell scenario 2a (dense)
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Figure 6 Geometry for small cell scenario 2a (dense)


Based on the results, we have the following observations: 
Observations:
· For small cell scenarios 1 and 2a, SSPS/M and SSPM can both provide significant gain with 5ms backhaul latency.  However, there is no performance benefit for most of the high backhaul latency cases i.e. 50ms. 

· SSPM provides more performance benefit in small cell scenario 2a comparing with scenario 1.  

· SSPM provides more performance benefit in dense small cell deployment in small scenario 2a. 
3 Conclusion
In this contribution, performance evaluation is performed to investigate the impact of non-ideal backhaul on CoMP performance.   Two different latency values (5ms and 50ms) are used in our evaluation.   Based on the simulation results, it can be concluded that SSPS/M and SSPM can provide significant gain in SCE scenarios with non-ideal backhaul.
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Appendix A.1
Table A.2 Simulation parameters for small cell Scenario #1 deployment
	Parameters
	Assumptions

	Cellular Layout
	Hexagonal grid, 7 sites, 3 Macro cells per site, wrap‑around
Clusters uniformly random within macro geographical area; small cells uniformly random dropping within cluster area

	Number of small cell clusters per macro cell area
	1

	Number of small cells per cluster
	4

	Number of UEs dropped within each macro geographical area
	30

	Channel Model
	ITU UMa for Macro, UMi for low power node(Outdoor modeling)

	Operating bandwidth (BW)
	10 MHz

	Tx Power
	46dBm for macro and 30dBm for Small cell

	UE Speed
	3km/h

	Antenna configuration
	Transmitter: 2Tx cross-polarized antenna at macro eNB, 2Tx cross-polarized antenna at LPN RRH
Receiver: 2Rx cross-polarized antenna at UE
ITU: 12 degrees for Macro, 0 degrees for Pico

	Cell selection criteria
	RSRP for cell selection with 9dB CRE

	CQI/PMI reporting interval and frequency granularity
	5ms for CQI/PMI, 6RB

	Feedback scheme
	Rel-12 enhanced CSI feedback, PUSCH mode 3-2

	Delay for scheduling and AMC
	6ms

	Scheduler
	Proportional Fair

	Receiver
	MMSE-IRC

	HARQ Scheme
	Chase Combining

	Maximum number of retransmissions
	3

	Traffic model
	FTP model 1 as in TR 36.814
File size is 0.5MByte

Including low, medium, and high load levels (e.g. RU 20%, 40%, 60% across all cells)

	Feedback Assumption
	Non-ideal, based on CSI-RS for channel measurements, based on DMRS for data demodulation
based on IMR for Interference

	CRS interference
	CRS interference and non-ideal CRS interference canceling is modelled


Appendix A.2
Table A.1 Simulation parameters for small cell Scenario #2a deployment
	　Parameters
	Scenario #2a

	　
	Macro cell
	Small cell

	Layout
	Hexagonal grid, 7 sites, 3 Macro cells per site, wrap‑around
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Clusters uniformly random within macro geographical area; small cells uniformly random dropping within cluster area

	System bandwidth
	10MHz
	10MHz

	Carrier frequency 
	2.0GHz
	3.5GHz

	Carrier number
	1
	1

	Total BS TX power (Ptotal per carrier)
	46 dBm
	30 dBm 

	Distance-dependent path loss
	ITU UMa [referring toTable B.1.2.1-1 in TR36.814], with 3D distance between an eNB and a UE applied
	ITU Umi [referring toTable B.1.2.1-1 in TR36.814] with 3D distance between an eNB and a UE applied

	Penetration
	For outdoor UEs:0dB
For indoor UEs: 20dB+0.5din (din : independent uniform random value between [ 0, min(25,d) ] for each link)
	For outdoor UEs:0dB
For indoor UEs: 20dB+0.5din (din : independent uniform random value between [ 0, min(25,UE-to-eNB distance) ] for each link)


	Shadowing
	ITU UMa according to Table A.1-1 of 36.819
	ITU UMi [referring to Table B.1.2.1-1 in TR36.814]

	Antenna pattern
	3D,  referring to TR36.819
	2D Omni-directional is baseline; directional  antenna is not precluded

	Antenna Height: 
	25m
	10m

	UE antenna Height
	1.5m

	Antenna gain + connector loss
	17 dBi 
	5 dBi

	Antenna gain of UE
	0 dBi

	Fast fading channel between eNB and UE
	ITU UMa according to Table A.1-1 of 36.819
	 ITU UMi

	Antenna configuration
	2Tx2Rx in DL, 1Tx2Rx in UL,  Cross-polarized

	Number of clusters/buildings per macro cell geographical area
	1

	Number of small cells per cluster
	4 or 10

	Number of small cells per Macro cell
	Number of small cells per cluster *Number of clusters per macro cell geographical area

	Number of UEs 
	For 4 small cells per cluster, 30 UEs
For 10 small cells per cluster, 60 UEs 

	UE dropping
	Baseline: 2/3 UEs randomly and uniformly dropped within the clusters, 1/3 UE randomly and uniformly dropped throughout the macro geographical area. 80% UE indoor, 20% UE outdoor. 

	Radius for small cell dropping in a cluster
	50m 

	Radius for UE dropping in a cluster
	70m

	Cell selection criteria
	For 4 small cells per cluster, RSRQ for inter-frequency, with 9 dB CRE
For 10 small cells per cluster, RSRQ for inter-frequency, with 9 dB CRE

	HARQ Scheme
	Chase Combining

	Maximum number of retransmissions
	3

	Traffic model
	FTP model 1 as in TR 36.814
File size is 0.5MByte

Including low, medium, and high load levels (e.g. RU 20%, 40%, 60% across all cells)

	Feedback Assumption
	Non-ideal, based on CSI-RS for channel measurements, based on DMRS for data demodulation
based on IMR for Interference

	CRS interference
	CRS interference and non-ideal CRS interference canceling is modelled


Appendix B
Table B.1 SSPS/M performance with different backhaul latencies for small cell scenario #1

	Traffic Load
	Backhaul Types
	Served cell Tput (Mbps)
	1st TX success rate
	Mean UPT

(Mbps)
	5% UPT

(Mbps)
	50% UPT

(Mbps)
	95% UPT

(Mbps)

	Low

(RU = 15%)

(λ=5)
	Reference scheme
	3.6590
	92.06%
	31.7544

（0%）
	8.2782

（0%）
	31.9424

（0%）
	50.2469

（0%）

	
	5ms latency
	3.6603
	91.89%
	32.5353

（+2%）
	8.2900

（0%）
	32.6986

（+2%）
	50.7498

（+1%）

	
	50ms latency
	3.6581
	91.36%
	29.8659

（-6%）
	7.2857

（-12%）
	30.56

（-4%）
	50.2821

（0%）

	Medium

(RU = 35%)

(λ=10)
	Reference scheme
	7.2562
	92.14%
	22.9862

（0%）
	2.9342

（0%）
	22.0962

（0%）
	46.2586

（0%）

	
	5ms latency
	7.2565
	91.85%
	23.8395

（+4%）
	3.0094

（+3%）
	23.6375

（+7%）
	46.4353

（0%）

	
	50ms latency
	7.2358
	91.74%
	21.4031

（-7%）
	2.4761

（-16%）
	20.0379

（-9%）
	44.1233

（-4%）

	High

(RU = 55%)

(λ=15)
	Reference scheme
	10.6047
	92.62%
	18.4751

（0%）
	1.1334

（0%）
	15.705

（0%）
	45.1444

（0%）

	
	5ms latency
	10.6385
	92.36%
	19.3638

（+5%）
	1.1152

（-2%）
	17.8137

（+13%）
	43.3204

（-4%）

	
	50ms latency
	10.5871
	92.15%
	16.8228

（-9%）
	1.0111

（-11%）
	15.0941

（-4%）
	40.9162

（-10%）


Table B.2 SSPS/M performance with different backhaul latencies for small cell scenario #2a (Sparse)

	Traffic Load
	Backhaul Types
	Served cell Tput (Mbps)
	1st TX success rate
	Mean UPT

(Mbps)
	5% UPT

(Mbps)
	50% UPT

(Mbps)
	95% UPT

(Mbps)

	Low

(RU = 15%)

(λ=5)
	Reference scheme
	3.5920
	91.53%
	30.2464

（0%）
	10.2375
（0%）
	29.3093
（0%）
	42.5863
（0%）

	
	5ms latency
	3.5917
	91.74%
	31.4034

（+4%）
	10.7755
（+5%）
	30.8004
（+5%）
	46.5318
（+9%）

	
	50ms latency
	3.5905
	91.96%
	29.7536

（-2%）
	9.7086
（-5%）
	28.6856
（-2%）
	43.2505
（+2%）

	Medium

(RU = 35%)

(λ=10)
	Reference scheme
	7.2568
	92.07%
	22.0011
（0%）
	5.4776
（0%）
	21.3443
（0%）
	39.7287
（0%）

	
	5ms latency
	7.2577
	92.45%
	23.9819
（+9%）
	6.1502
（+12%）
	23.9174
（+12%）
	41.2953
（+4%）

	
	50ms latency
	7.2549
	92.71%
	20.7301
（-3%）
	5.286
（-3%）
	19.9815
（-6%）
	37.7614
（-5%）

	High

(RU = 55%)

(λ=15)
	Reference scheme
	10.7254
	91.96%
	16.8709
（0%）
	2.2681
（0%）
	14.7405
（0%）
	38.0283
（0%）

	
	5ms latency
	10.7822
	92.07%
	18.8005
（+11%）
	2.8866
（+27%）
	17.5938
（+19%）
	37.4706
（-1%）

	
	50ms latency
	10.7133
	91.85%
	15.4622
（-8%）
	2.2382
（-1%）
	13.9666
（-5%）
	33.7901
（-11%）


Table B.3 SSPS/M performance with different backhaul latencies for small cell scenario #2a (Dense)

	Traffic Load
	Backhaul Types
	Served cell Tput (Mbps)
	1st TX success rate
	Mean UPT

(Mbps)
	5% UPT

(Mbps)
	50% UPT

(Mbps)
	95% UPT

(Mbps)

	Low

(RU = 20%)

(λ=11)
	Reference scheme
	3.9610
	93.03%
	19.5892

(0%)
	3.2369

(0%)
	18.484

(0%)
	37.813

(0%)

	
	5ms latency
	3.9559
	93.01%
	21.0225

(+7%)
	3.0891

(-4%)
	20.6368

(+5%)
	40.3302

(+7%)

	
	50ms latency
	3.9557
	92.94%
	18.0046

(-8%)
	3.0252

(-6%)
	16.7335

(-9%)
	36.4978

(-3%)

	Medium

(RU = 40%)

(λ=22)
	Reference scheme
	7.5526
	93.06%
	11.4975

(0%)
	0.8040

(0%)
	8.6319

(0%)
	31.5032

(0%)

	
	5ms latency
	7.5972
	92.81%
	13.7429

(+20%)
	0.8089

(0%)
	12.0737

(+40%)
	33.6536

(+7%)

	
	50ms latency
	7.5636
	92.67%
	10.5871

(-8%)
	0.8031

(0%)
	8.8686

(+3%)
	29.0103

(-8%)

	High

(RU = 60%)

(λ=33)
	Reference scheme
	10.7756
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