3GPP TSG-RAN WG1 Meeting #75
R1-135370
San Francisco, USA, 11th – 15th November 2013
Source: 
ZTE

Title:
Study on D2D Resource Allocation
Agenda Item:
6.2.8.1.3
Document for:
Discussion/Decision 

1 Introduction
For D2D Communication，especially for Public Safety of out of network coverage scenario, there are two candidates for the resource allocation:
· Centralized scheduling controlled by cluster head (CH)
· Distributed resource allocation by UE
Pros and cons of these two schemes were discussed in [1]. In this contribution we provide more detailed analysis. 
2 Centralized resource scheduling 

When eNB or the cluster head is used for resource allocation, the scheduling would be centralized and the resource control can be based on the traffic demand of D2D UE, as Fig. 1 shows where black dash lines denote D2D control signal, and red solid lines for D2D data signal. The advantage of this eNB/CH-based centralized scheduling is obvious. First, the resource allocation mechanism can reuse the design of cellular LTE system. Second, interference coordination and resource reuse can be made more efficient, especially between eNBs or between cluster heads.  
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Figure 1 Centralized resource scheduling of D2D communication by eNB/CH
Centralized scheduling is quite similar to LTE cellular communications. It is suitable when there is network coverage or when the cluster head has high processing power to handle the resource allocation. In centralized scheduling, eNB/CH needs to send a bunch of physical control information such as resource indication (e.g., PRB), MCS, transmit power, redundancy version, etc. to the UE. Then the UE transmits the broadcast traffic based on the control information, as illustrated in Fig. 2
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Figure 2 Procedure of centralized scheduling
As seen in Fig. 2, the process involved in centralized scheduling includes the following steps:
Step 1: D2D data arrives and the UE has data to transmit.
Step 2: UE sends the service request (SR) to eNB/CH. PUCCH format 1 can be reused for SR.
Step 3: eNB/CH allocates resources for UE, and indicates MCS, transmit power, RV, etc. in the D2D grant. The D2D grant can be sent via physical control channel for D2D broadcast communication.
Step 4: UE transmits D2D broadcast data on the allocated resources using the MCS, transmit power or RV indicated by eNB/CH.
Step 5: The process continues until the transmission buffer is flushed out. Before that, the transmission can be either through dynamic scheduling, or semi-persistent scheduling.
· Proposal 1：Centralized scheduling may be supported when in network coverage, or if cluster head can reliably fulfill the task of eNB.
3 Distributed resource allocation
For the out of coverage scenario, especially with ad-hoc like D2D network for Public Safety as shows in Fig 3, D2D UE autonomously selects the resource to D2D broadcast traffic in distributed manner. 
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Figure 3  Autonomous resource allocation by D2D transmitting UEs 
Distributed resource allocation can be used when there is no network coverage and there is no cluster head to fulfill the job of eNB. The procedure is shown in Fig 4:
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Figure 4 Procedure of distributed resource allocation
Step 1. D2D data arrives and the UE has data to transmit.
Step 2. The D2D UE listens to all the D2D channels and gets the status of those channels. Channels occupied by UEs that are broadcasting the signals are considered “busy channels”, while the rest with empty loading are “idle channels”.
Step 3. If none of those channels is idle, UE returns to Step 2 and continues to listen during the next period, otherwise, UE goes to Step 4.
Step 4. UE select one channel from the idle channel pools. The selection mechanism can be random, or based on some pre measurement of D2D link, the characteristics of the resource of the channel, the requirement of UE, etc.
Step 5. UE transmits broadcast signal on the selected channel. 
Step 6. The process continues until the transmission buffer is flushed out. Before that, the UE should continuously listen and choose one idle channel, or reuse the same channel for every transmitting,
· Proposal 2：Distributed resource allocation should be supported when out of network coverage and there is no CH available.
4 Simulation analysis
Some simulation analyses of centralized scheduling and distributed resource allocation for both VoIP and full buffer traffic mode are provided. For VoIP traffic, three resource allocation options are considered:
Option 1: Centralized scheduling
Option 2: Distributed allocation, purely random
Option 3: Distributed allocation with D2D link measurement
In Fig. 5, CDFs of UE-UE distances are shown where only those links that are not in outage would be counted. Per link outage is defined as the probability of VoIP packet drop is higher than 2%. The packet drop is either due to the unsuccessful decoding, or transmission delay is more than 200 ms. Fig. 6 shows the CDFs of packet drop per link under the three options. As shown in Figs 5-6, because of the light traffic load in VoIP simulation setup, e.g., 3 broadcasting UEs per cell with 10MHz, three resource allocation schemes have almost the same performance. The distributed allocation with D2D link measurement performs slightly better than the others.
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Figure 5 D2D VoIP broadcast coverage distributions for different resource allocations
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Figure 6 Packet drop ratio distribution of D2D VoIP broadcast for different resource allocations
Figs.7 and 8 show the performance of distributed allocation scheme. There are four HARQ transmissions (blind) for every VoIP packet. Here, “normal” means that the 4 transmissions are in continuous subframes and in the same frequency resources; In “time diversity” setting, the 4 transmissions are evenly distributed in time, every 4 ms; In “frequency hopping”, 4 continuous subframes are used and but at different frequency resources; In “time diversity + frequency hopping”, the 4 transmissions are evenly spaced by 4 ms, and using different frequency resources. 
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Figure 7 D2D VoIP broadcast coverage distributions for different transmission schemes
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Figure 8 Packet drop ratio distribution of D2D VoIP broadcast for different transmission schemes
The simulation results in Figs. 7-8 indicate that timing and/or frequency diversity mechanisms can notably improve the coverage and reduce the packet drop ratio for D2D VoIP broadcast.
Fig.9 and Fig.10 compare the performance of using a single subframe transmission and 4 subframe transmissions for each VoIP packet broadcast. It is quite obvious that using 4 subframe transmissions, even in continuous subframes without frequency hopping, can significantly improve the broadcast coverage and reduce the packet drop probability.
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Figure 9 D2D VoIP coverage distributions for single subframe vs. 4 subframe transmission.
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Figure 10 Packet drop ratio distribution of D2D VoIP for single subframe vs. 4 subframe transmission

· Proposal 3：Time and frequency diversity is crucial to VoIP performance of D2D broadcast.
For full buffer mode, we analyze centralized and distributed allocation scheme with 1/2/16/50 RBs for each broadcast UE. By eNB/CH scheduling, the UEs within the same cell
Fig.11 shows the data rate distribution when each broadcasting UE occupies one or two PRBs. The case of allocating 16 and 50 RBs per broadcasting UE is shown in Fig. 12. The MCS is fixed in the simulation. The MCS is pre-determined, to ensure the coverage of 90% when 1 PRB is used per UE. The data rate of each link is calculated as the nominal rate of MCS, scaled by the number of allocated PRBs and the complementary of block error rate (BLER). It is observed in Fig.11 that less than 10% of UEs receive zero data rate, e.g. outage. However, in Fig. 12, outage ratio is higher than 10%. Therefore, narrowband transmission such as using one or two PRBs per UE is preferred.
· Proposal 4：Narrowband D2D broadcast communication, e.g., 1 or 2 PRBs, is preferred.
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Figure 11 Rate distributions of 1 and 2 PRBs per broadcasting UE.
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Figure 12 Rate distributions of 16 and 50 PRBs per broadcasting UE.
5 Conclusions

Resource allocation of D2D communication was discussed in this paper, the processes of centralized scheduling and distributed allocation are discussed in detail. We propose: 

· Proposal 1：Centralized scheduling may be supported when in network coverage or if cluster head can reliably fulfill the task of eNB.
· Proposal 2：Distributed resource allocation should be supported when out of network coverage and no CH available.
· Proposal 3：Time and frequency diversity is crucial to VoIP performance of D2D broadcast.
· Proposal 4：Narrowband D2D broadcast communication, e.g., 1 or 2 PRBs, is preferred.
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Appendix
	Parameter
	Assumption/Value

	Network layout
	Option 5 (ISD = 1732m) Indoor Hotspot 

(80% indoor UEs)

	Pathloss
	Outdoor to outdoor 
	1. O2O pathloss uses Winner+ B1 pathloss (PL_B1) with:

a. h_BS = h_MS = 1.5m

b. h_BS’ = h_MS’ = 0.8m

c. LOS offset = 0 dB

d. NLOS offset = -5 dB (used to reduce pathloss)

2. Total O2O pathloss is given by PL_B1_tot = max(PLfreespace, PL_B1)

	
	Outdoor to indoor 
	a. LOS: PL_B1_tot(d_out+d_in) + 20.0 + 0.5*d_in

b. NLOS: PL_B1_tot(d_out+d_in) + 20.0 + 0.5*d_in - 0.8*h_MS

	
	Indoor to indoor 
	InH (Table A.2.1.1.5-1 in 36.814) 

	LOS Probability
	Outdoor to outdoor
	Winner II-B1

	
	Outdoor to indoor
	ITU-R IMT UMi

	
	Indoor to indoor
	ITU-R IMT UMi for InH

	Shadowing
	Outdoor to outdoor
	7 dB log-normal

	
	Outdoor to indoor
	7 dB log-normal

	
	Indoor to indoor
	LOS: 3 dB log-normal

NLOS: 4dB log-normal

	Penetration loss
	Outdoor to outdoor
	0dB

	
	Outdoor to indoor
	20dB

	
	Indoor to indoor
	In the same building: 0dB

In the different buildings: 40dB

	Fast fading
	Outdoor to outdoor
	ITU-R IMT UMi LOS and NLOS

	
	Outdoor to indoor
	ITU-R IMT UMi O2I

	
	Indoor to indoor
	ITU-R IMT InH LOS and NLOS

	Traffic model
	VoIP traffic
	TBS
	328 bits

	
	
	VAF
	75%

	
	
	Talk spurt
	Exponential distribution with mean of 2.5 sec

	
	Full buffer traffic
	No retransmissions

	Transmit Power
	23dBm

	Carrier frequency
	700M Hz

	Bandwidth
	10 MHz 

	Physical channel
	PUSCH (2 PRBs)

	Antenna configuration
	1TX，2Rx

	Numbers of cells
	19x3 cells

	Number of UE’s
	32 / sector

	Number Of TX UES
	3 UEs/Cell

	UE speed
	Indoor: 3km/h

Outdoor: 60km/h

	Association for Broadcast
	If the RSRP is greater than -112dBm for a transmitter then associate the UE with the transmitter.


	Mini. distance between UE and Macro
	35 m

	Minimum distance between UEs
	3 m

	BS noise figure
	5 dB

	UE noise figure
	9 dB

	In-band emission
	W,X,Y,Z = {3,6,3,3}
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