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1 Introduction

There were two WFs on providing timing synchronisation outside of E-UTRAN coverage with two different approaches: Cluster head based approach [1] and Distributed approach [2]. Limited online time was allocated in RAN1#74bis on discussing these WFs and it was understood that further discussion is needed during RAN1#75 under section 6.2.8.1.1 of [3].
This contribution will further discuss above synchronisation approaches for D2D communication. The main focus is synchronisation aspects outside of E-UTRAN coverage, but it also considers adaptability of different approaches in partial E-UTRAN coverage.
2 Discussion:
2.1 Cluster head based synchronisation
Cluster head (CH) is defined as a special synchronisation source that periodically broadcast D2D Synchronisation Signal (D2DSS) [4] signal which serves as a reference signal for mutual time synchronisation of terminals within its radio coverage. It was understood during the online discussions that the main objective of this idea is to extend the same approach used inside of E-UTRAN coverage, where an eNB provides the reference signal, to outside of E-UTRAN coverage [5].
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Figure 1: Cluster head (CH) based synchronization.
CH based approach can work in small scale deployment when all the Public safety D2D UEs are within the radio coverage of the CH. However, direct CH coverage may not be assumed due to user mobility or location of the incident - in buildings, on trains, between vehicles, in rural environments and underground [6]. CH coverage area could be extended indirectly through relay nodes, but coverage again is dependent on the placement of relay nodes.
From PS point of view, it is important that two proximal D2D UEs can communicate with each other. If those UEs derive synchronization reference signals from different CHs (see Figure 2), such direct communication becomes challenging when there is no mechanism in place to synchronise those CHs.  In case of asynchronous CHs, UEs (e.g. UE3, UE4 and UE7 in Figure 2) could relay the D2DSS of the cluster head they camp on so that their neighbor UEs can synchronize to the relayed D2DSSs (e.g. D2DSS1, D2DSS2, D2DSS3 in Figure 2) to facilitate inter-cluster communication [7]. However, there is a question on how a UE knows when it should relay a D2DSS. There are other potential problems associated with this approach which are discussed next.
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Figure 2: D2D communication across different clusters.
In case of asynchronously operating CHs, D2D UEs are expected to spend a significant amount of time to detect other D2D UEs in neighbouring clusters leading to increase power consumption.  Also, to support inter-cluster communications, D2D UEs will be potentially required to perform intra-subframe switching (Figure 3) which makes D2D subframe design even more challenging.  Moreover, resource allocation and inter-cluster interference management becomes difficult when the CHs are not synchronized [8]
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 \* MERGEFORMAT [9].  When there is no common notion of time among clusters, inter-cluster resource collisions and/or interference are unavoidable and also difficult to manage. For example consider Figure 4 where UE1/UE2 and UE3/UE4 derive synchronisation references from CH1 and CH2 respectively.  First consider the case where UE1 and UE3, which are out of radio range of each other, are both transmitting D2D broadcast signals independently in subframe 3 of their respective radio frames. In this case, UE2, which is within the radio range of both UE1 and UE3 will experience at least partial resource collision in its subframe 3.  In another case, UE1 and UE2 are part of a group call and UE3 and UE4 are also part of another separate group call. In this case, UE2’s reception of UE1’s signal in subframe 3 is at least partially interfered by UE3’s transmission. Note that the example is one special case to show the collision/interference. The actual radio time offset between two CHs can be in the interval [0,307200Ts-Ts],where Ts=1/(15000×2048),  and resource collision and interference is not predictable and really challenging.
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Figure 3: Subframe misalignment as a results of asynchronous clusters.
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Figure 4: Inter cluster resource collision and interference.
Observation 1: Considerable challenges associated with asynchronous cluster heads include the following:

· Inter-cluster D2D communication. 
· Inter-cluster resource collision
· Inter-cluster interference management
As stated in section A.4.2.2 of [10], “D2D ProSe Group Communication is needed among in-coverage UEs, out-of-coverage UEs and a mixture of UEs in and out of coverage”. In-coverage, there is no need for a separate CH as an eNB can provide synchronisation reference.  However, we need to consider the CH based approach not only in out of E-UTRAN coverage, but also in partial E-UTRAN coverage as depicted in Figure 5. In the specific example considered, UE1 is inside of E-UTRAN coverage adopting network timing, but it may also belong to a cluster headed by CH1. UE1 could easily support concurrent WAN and D2D communication if CH1 and eNB are synchronised. Since CH1 is not in E-UTRAN coverage, a straight forward solution in this case is for UE1 to relay the eNB downlink timing reference so that all UEs in the cluster, including CH1, can derive synchronisation timing reference based on the relayed D2DSS. However such flexibility may not be possible if there is a designated CH as defined by the proposal in [1], specifically  “A synchronization cluster head is a synchronization source other than eNBs that does not derive transmit synchronization from any other synchronization sources”.
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Figure 5: CH operation in partial E-UTRAN coverage.
Based on the discussion above, it can be argued that a solution based on designated CH and designated relay(s) is less attractive in terms of flexibility and efficiency especially when there are multiples asynchronous clusters whose members are within radio range of each other but their CHs themselves are not. 
Observation 2: A solution based on designated CH and designated relay(s) is less attractive in terms of flexibility and efficiency.
2.2 Distributed approach for synchronisation

In case of outside of E-UTRAN coverage, we see the benefit of having at least some coarse synchronisation among nearby clusters. The main obstacle to direct synchronisation of CH is that they may not be within the radio range of each other. So there is a need for indirect synchronisation of CHs. At this point we would like to provide the following definitions:

· Cluster head (CH):  any D2D device which provides a D2DSS for other D2D UEs to derive synchronisation at a given time. The same device can derive its synchronisation reference from D2DSS(s) provided by any other source(s) of equal or higher priority (e.g. eNB) at a different time.
· Network synchronisation (NW):  At least coarse subframe level timing synchronisation of a group of clusters in the vicinity of an incident. The following are FFS:

· How to relay timing from one cluster to another cluster via their member.
· How a CH adopt new timing.
· Average timing synchronisation error in micro-seconds per radio hop.

·  Maximum area covered by the network in terms of maximum number of radio hops in between synchronisation signal originator and any other D2D UE.
[image: image6.emf]Cluster 3

Cluster 1

Cluster 2

Network 1(e.g. incident 1)


Figure 6: Network synchronisation outside of E-UTRAN coverage.
The design goals of a distributed approach for synchronisation shall be: 
· Network synchronisation with timing synchronisation errors preferably within one SC-FDMA/OFDMA symbol, 0 to +/- 2191Ts or +/- 2207Ts respectively, for at least vast majority of the D2D UEs within the network.
· Robust against dynamic topology changes due to user mobility or failure.
· Low latency in adopting a common reference time, preferably in the order of seconds, due to for example a dynamic change in the synchronisation reference.

· Scalable up to few hundreds of D2D UEs (e.g. 8*70=560 D2D UEs as per A.4.2.1 of [10]).
· Applicable in either out of E-UTRAN coverage or partial E-UTRAN coverage.
Distributed synchronisation follows a device based approach where

· Any D2D UEs is capable of becoming a source or drain of D2DSS at a given time (e.g. on subframe basis).
· A D2D UE may derive and adjust its local transmission timing based on one or more D2DSS(s) at a given time.
· If the source of a D2DSS has the same transmission timing as any other D2D-UE, for example “D2DSS starter” who could be the first D2D UE appearing at the incident, it may create a D2DSS relay effect extending the range of a nominated reference time.
· Reference timing originated from an eNB has the highest priority and all other D2D UEs are expected to adopt that reference timing.
· It is FFS how to adopt common network timing when there are multiple asynchronous D2DSS sources, for example more than one D2DSS starters with same priority level in outside of E-UTRAN coverage or when a group of D2D UEs are within the partial coverage of two asynchronous E-UTRAN cells, as shown in the Figure 7, where the eNB1 and eNB2 have equal priority.
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Figure 7: Partial coverage of two E-UTRAN cells.
Proposal 1: To consider a distributed approach for synchronisation outside of E-UTRAN coverage that can be seamlessly adopted in case of inside E-UTRAN coverage or partial E-UTRAN coverage.
Proposal 2: To consider the design goals and approach outlined section 2.2.
3 Conclusion
This contribution discussed two different timing synchronisation approaches for D2D communication. The following observation and proposals were made.
Observation 1: Considerable challenges associated with asynchronous cluster heads include the following:

· Inter-cluster D2D communication. 
· Inter-cluster resource collision
· Inter-cluster interference management
Observation 2: A solution based on designated CH and designated relay(s) is less attractive in terms of flexibility and efficiency. 
Proposal 1: To consider a distributed approach for synchronisation outside of E-UTRAN coverage  that can be seamlessly adopted in case of inside E-UTRAN coverage or partial E-UTRAN coverage.

Proposal 2: To consider design goals and approach outlined section 2.2.

4 References

[1] R1-134925, WF on D2D synchronisation procedure, Ericsson, Huawei, HiSilicon, LGE, General Dynamics.
[2] R1-134955, WF on Timing Synchronization of   D2D Outside of Network Coverage, NEC, Samsung, Panasonic.
[3] R1-133500, “Draft agenda for RAN1#75,” RAN1 Chairman.
[4] Chairman’s Notes RAN1#74bis, Guangzhou, China, 7th – 11th October 2013.
[5] Draft Report of 3GPP TSG RAN WG1 #74bis v0.2.0, Guangzhou, China, 7th – 11th October 2013.
[6] RP-13177, Agreements from TSG RAN on work on Public Safety related use cases in Release 12.
[7] R1-134875, WF on the D2D Synchronization Procedure, Ericsson, Qualcomm, Intel, Fujitsu, LGE, DoCoMo.
[8] R1-134138, Discussion on Synchronization and Timing for D2D Communication, Intel Corporation.
[9] R1-134184, Discussion on time synchronization for D2D broadcast communication, Samsung.
[10] 3GPP TR 36.843 V0.2.0 (2013-10)


