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1. Introduction
A number of possible mechanisms for improving the performance were shown, like a more flexible ABS allocation ‎[2],  centralised scheduling maximising the CSI across the deployment ‎[3]. However the centralised scheduling experiences strong performance degradation with the increase of the backhaul delay, as shown in ‎[4]. 
In this contribution we propose a more flexible interference coordination approach in time-frequency and power domains which, when used in conjunction with a simple ICIC-based RRM, has the merit of significantly increased UE throughput. This distributed approach is not influenced by the real backhaul delay. 
The information exchanged over the backhaul for the proposed D-CoMP-CS is categorized into Group 1 information, i.e. “information which is considered valid for a period longer than the backhaul delay” (see ‎[7]‎
).

This contribution implements the simulation assumptions agreed in ‎[6] and includes the metrics agreed in ‎[1] 
2. Collaborative distributed scheduling
The Distributed CoMP-CS (D-CoMP-CS) procedures presented in continuation imply an extension of X2 interface for allowing fast distributed scheduling while taking into account the procedures of cooperative inter-cell interference coordination (ICIC).

While in the static ICIC the resources for transmissions with different power levels are semi-statically allocated, the “D-COMP-CS” allows a LTE network to react in a fast mode, independent of backhaul delays, to a fast changing interference environment. This is achieved by sharing over the X2 interface the scheduling information and the power allocations in the collaborating cells.
a. Basic principles

The basic principles of this proposal are based on:

1. The data is available only at the serving eNB;

2. Each eNB creates its own collaborating micro-cluster, composed by those eNBs creating reciprocal interference in downlink;

3. The information on time/frequency resource usage and power allocation is distributed by each cell to the other cells in its micro-cluster; based on the RRM policies, a resource can be reused or not by the other eNBs in the micro-cluster.

4. Fast scheduling of UE traffic, power, MCS; is done by each small cell independently.
5. The information on time/frequency/power resource usage, including transmitted power, is updated when a change occurs;

6. When data transmission ends the resource is released by the serving eNB and can be used by other eNBs in micro-cluster;

7. In case of harmful interference another eNB can send a message requesting the release of the resource.

The shared information can of course include more elements, as UE position, but only the exchange of power and scheduling information already shows significantly increased performance of the average UE throughput.

b. Influence of backhaul delays

The influence of backhaul delays is experienced only when based on the previous available information is scheduled a transmission on that resource, but in the same time another eNB makes the same scheduling decision, the information on it arriving with the NIB delay. This may be seen as a contention between the scheduling decisions. The probability of contention is shown in Annex 1; the contention probability being very low (under 10-6), it results that this distributed procedure is not influenced by the backhaul delays.
3. UE classification and RRM policy
3.1 UE classification within small cells
The UEs are classified in three groups, depending of their in-band RSRQ and eventually RSRP: 
· Cell-edge, cell-middle, cell-center;
The classification is done based on the RSRP and RSRQ values as follows:

a. If RSRP>γRSRP and RSRQ>γRSRQ ( cell-center UE

b. If RSRP<γRSRP and RSRQ>γRSRQ ( cell-middle UE

c. Otherwise (RSRP<γRSRP and RSRQ<γRSRQ, or RSRP>γRSRP and RSRQ<γRSRQ) ( cell-edge UE

where γRSRQ and γRSRP are a predefined thresholds for the RSRQ and RSRP, respectively. Thresholds for RSRP and RSRQ are adjusted so as to have a 50% of the UEs to be classified as cell-edge UEs, 30% of the UEs to be classified as cell-middle UEs and 20% of the UEs to be classified as cell-center UEs. 

The actual allocation is as shown below:
	4 cells/cluster
	10 cells/cluster

	% of Small Cell UEs
	Edge
	Middle
	Centre
	% of Small Cell UEs
	Edge
	Middle
	Centre

	71.6%
	53.3%
	29.1%
	17.6%
	80%
	53.9%
	27.2%
	18.9%


3.2  RRM policy 
For the evaluation of the D-CoMP-CS we have used a very simple ICIC rule derived from the basic FFR (Fractional Frequency Reuse) rules. 

The cell edge UEs are assigned orthogonal resources inside the collaborating cluster; the remaining resources are assigned to cell center and cell middle UEs; these resources can be reused by UEs in different cells.

No CSI inter-cell feedback over X2 interface was considered, so not stringent backhaul delays are required.
The classification of UEs in different categories and the flavours of the RRM policy have a high influence on the results, especially in the 10cells scenario. 

The transmitted DL power densities were assigned to different UEs as follows:

· Cell edge UEs: Pmax or Pmax+3dB, corresponding to eNB transmitted power as specified in ‎[9]. The additional 3dB are used only when remains spare power which can be used for cell-edge users.
· Cell-middle UEs: Pmax - 6dB

· Cell-center UEs: Pmax – 6dB.

The resource allocation resolution is a subband (may be also a RB), which is more appropriate to variable packet sizes, even if such packet sizes are not reflected in the simulation assumptions.

The resource and power scheduling of each eNB is transmitted to the other eNBs in the micro-cluster through X2 interface immediately after a scheduling decision was made by eNB. 
A future improvement of the RRM policy can be based on the knowledge of the position of the eNB. Based on this knowledge the eNB in a cell will preferably select for its cell edge UEs the reuse of resources used by far enough eNBs, allowing an increase of the cell-edge UE throughput.

The IEs for the X2 interface are presented in contribution ‎[8].
4. Simulation results

4.1 
Simulation assumptions

It was used the Small Cell Scenario #2a in ‎[5] according to ‎[6], assuming FTP1 traffic model with various packet arrival rates. 

The performance is evaluated only for the UEs served by small cells in the 3.5 GHz band, however the user assignment to small cells takes into account the macro cell presence, as it was shown before.
The reference scenario named feICIC TDM 5/10 is based on Rel.11 feICIC with equal split (50%) between subframes reserved for ABS and for traffic, because it resulted from our attempts that this is the most performant feICIC scheme at tested loads. However was not possible to get more than 47% RU with this scheme, even at very high loads, given the obvious resource limitation.
Five CSI processes were used per UE in the allocated subband, each one for a different subframe. No coordination between small cells was used for measuring the impact of each interfering eNB.

The FTP1 traffic load was changed by using different values for the packet arrival rates, leading to approximately RU=0.2, 0.4 or 0.5 in the proposed D-CoMP CS.
In the case of 4cells/cluster, the micro-cluster is identical with the cluster. The time-frequency resources for cell-center and cell-middle are reused within the 4 cell cluster, while cell-edge users get orthogonal resources among them. 
In the case of 10cells/cluster, a micro-cluster is formed between the most central 6 eNBs. The time-frequency resources for cell-center and cell-middle are reused within the 10 cell cluster. Cell-edge users in the micro-cluster get orthogonal resources among them, and cell-edge users attached to eNBs having high distances one to each-other have the possibility to reuse the resources.
The RRM policy and the UE classification were presented in Section 3.

4.2 List of performance metrics

The following Table indicates the inclusion of the requested performance metrics and answers a number of questions:

	Item
	

	SCE scenario 2a (including modelling of macro association)
	 

	Resource utilization: 20%, 40%, 60%
	Up to 50%

	The following metrics for reference schemes are provided:
	 

	Mean, 5%, 50%, 95% UPT to be provided as absolute values
	Yes

	Percentage of UEs belonging to macro cells and small cells
	Yes

	CDF curve of coupling loss for UE to serving cell (separate for macro and small cells)
	Yes

	CDF curve of geometry (separate for macro and small cells)
	Yes

	Served cell throughput for FTP traffic model 1
	Yes

	Probability of successful first PDSCH transmission
	89%

	Number of CSI processes
	5

	Delay and period of CQI feedback
	8ms/5ms

	Error modelling should be provided by each company.
	CQI error of 10%


4.3 Macro / Small cell partition

The number (or the percentage) of UEs served by small cells, for each layout configuration, is as shown below:

	
	4 SCs/cluster
	10 SCs/cluster

	% of small cell UEs
	71%
	80%


4.3

Calibration information

Figure 1 shows the CDF curve of the coupling loss for UE to serving cell (left) and the CDF curve of geometry (right) (separate for macro and small cells) before interference management, for the configuration of 4 small cells per cluster.

Figure 2 displays the CDF curve of the coupling loss for UE to serving cell (left) and the CDF curve of geometry (right) (separate for macro and small cells) before interference management, for the configuration of 10 small cells per cluster.
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Figure 1: CDF curve of the coupling loss (left figure) and CDF curve of SINR (right figure) for the configuration of 4 small cells per cluster.
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Figure 2: CDF curve of the coupling loss (left figure) and CDF curve of SINR (right figure) for the configuration of 10 small cells per cluster.
4.3 Simulation results

The performance indicators are:

· UE Perceived Throughput (UPT)
· Resource Utilization (RU)

In Table 1 are presented the simulation results for the configuration of 4 cells per cluster, for different values of the parameter ( of the Poisson distribution used in FTP model 1.
In Table 2 are presented the simulation results for the configuration of 10 cells per cluster. The gains are calculated for traffic data at RU=0.2 (by extrapolation) and RU=0.4; for RU=0.6 was no reference data available due to the saturation of the throughput.
A number of observations can be made from the analysis of the results:
· In the 4cells/ cluster scenario there are 98% - 130% average UPT gains at medium loads, which can be explained by the distributed knowledge on power scheduling and the appropriate RRM policy targeting high frequency reuse while addressing the interference created to the cell-edge users.

· In the 10 cells/cluster scenario there are 110% - 130% average gains.
The very high gains are explained by:

· In the reference scheme 5 of 10 subframes are blanked, while in our scheme all the subframes are used. Blanking subframes has as effect a significant longer time in queues, especially at higher loads;
· Advantage is taken from the coordination of scheduling and powers such to avoid reciprocal interference.
Table 1:  Deployment A: 1 cluster/macro, 4 SCs/cluster

	1 cluster/macro  

4 SCs/cluster
	RU
	UPT 
	Reference served cell throughput

	
	
	5%
	50%
	95%
	Mean
	

	
	
	Mb/s
	Gain

%
	Mb/s
	Gain

%
	Mb/s
	Gain
%
	Mb/s
	Gain
%
	Mb/s

	feICIC TDM 5/10
	0.16
	5.54
	 
	24.46
	 
	39.75
	 
	24.89
	 
	7.85

	D-CoMP-CS 
	0.23
	7.55
	-1.25
	40.88
	21.11
	79.07
	44.14
	43.68
	27.17
	

	 feICIC TDM 5/10
	0.38
	1.48
	 
	10.52
	 
	38.81
	 
	13.57
	 
	16.9

	D-CoMP-CS 
	0.4
	3.54
	139.19
	27.08
	157.41
	77.08
	98.61
	31.18
	129.77
	

	 feICIC TDM 5/10
	n.a.
	n.a.
	n.a.
	n.a.
	n.a.
	n.a.
	n.a.
	n.a.
	n.a.
	n.a

	D-CoMP-CS
	0.55
	2.08
	 
	14.6
	 
	58
	 
	20.18
	 
	


Table 2:  Deployment B: 1 cluster/macro, 10 SCs/cluster

	1 cluster/macro  

10 SCs/cluster
	RU
	UPT 
	Reference served cell throughput

	
	
	5%
	
	95%
	Mean
	

	
	
	Mb/s
	Gain
%
	Mb/s
	Gain

%
	Mb/s
	Gain
	Mb/s
	Gain
	Mb/s

	feICIC TDM 5/10
	0.24
	5.42
	 
	17.17
	 
	39.62
	 
	19.43
	 
	9.78

	D-CoMP-CS 
	0.21
	10.89
	100.92
	36.8
	114.33
	79.86
	101.56
	40.98
	110.91
	 

	feICIC TDM 5/10
	0.34
	2.33
	 
	9.22
	 
	32.14
	 
	11.97
	 
	11.68

	D-CoMP-CS 
	0.36
	5.78
	148.07
	21.36
	131.67
	67.69
	110.61
	26.35
	120.13
	 

	feICIC TDM 5/10
	n.a.
	n.a.
	n.a.
	n.a.
	n.a.
	n.a.
	n.a.
	n.a.
	n.a.
	n.a.

	D-CoMP-CS 
	0.55
	1.89
	 
	9.67
	 
	45.77
	 
	14.34
	 
	 


5. Conclusions

In this contribution was presented a distributed collaborative scheduling approach based on the exchange of scheduling information including power between the collaborating eNBs. This information was used in conjunction with a RRM policy derived from the power-based FFR (fractional frequency reuse), slightly adapted to the dense deployment / high interference environment characteristic to Small Cells.
High performance gains relative to Rel.10 eICIC were observed in all simulated scenarios. 
The very high gains are explained by:

· In the reference scheme 5 of 10 subframes are blanked, while in our scheme all the subframes are used. Blanking subframes has as effect a significant longer time in queues, especially at higher loads;
· Advantage is taken from the coordination of scheduling and powers such to avoid reciprocal interference.
An important aspect of this approach is that the performance is not affected by the backhaul delays, as the distributed decision making is rather based on the knowledge of the power and resource utilization and no fast feedback is required.
Proposals: 
1. It is proposed that the content of this contribution will be incorporated in TR 36.xxx dedicated to LTE CoMP-NIB.

2. It is proposed that X2 interface will include, based on the above evaluation:

a. Scheduling information, including power and the estimated duration of transmission

b. A resource release message, to indicate the actual release of the time/frequency/power allocation

c. A refusal of the announced scheduling, in case that the transmissions create inacceptable interference to another eNB.
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Annex 1: Influence of the backhaul delay
Backhaul delays impact on the case that a cell has allocated a new resource and power to a just arrived packet and another cell makes exactly the same allocation, because did not received the X2 message indicating that the resource is used. This case happens only if in the two cells arrive packets during a time interval equal with the backhaul delay.

To assess the frequency of such events is computed the probability of contention, as follows:

1. It is calculated the probability of a packet arrival in the delay window d for each cell 

2. A contention is generated only if the same resource is allocated to edge UEs. The resource is considered a subframe. 50% of UEs are edge UEs.

The probability of at least one packet arrival (taking into account the Poisson distribution and FTP model 1 for traffic generation) in the delay window d for each cell Pdc is:

Pdc = (1-exp(-d*())

where:



d = backhaul delay

( = average packet arrival rate (in packets/sec).

For d=60ms, (=11 (approx. 11 packets/sec for high load traffic and 10 smallcells per cluster) it results a probability Pcd of a packet arrival in a cell within the d window of:

Pcd=(1-exp(-0.06*11))=0.48,

The probability Ps that a specific subframe from NS subframes and a specific resource block from NRB resource blocks will be selected is:

Ps = 1/ NS / NRB = 1/10/50 = 0.002

The probability Pe that a UE is cell-edge UE is 0.5.

The joint probability of the three probabilities is:

Pj = Pcd * Ps * Pe = 0.48*0.002*0.5= 0.00048,

The probability that two cells will experience the same events in the same interval d is:

P2j = Pj*Pj = 0.23*10-6 < 1ppm
 which is negligible relative to the target packet error.

Conclusion: the distributed collaborative scheduling is resilient to backhaul delays.
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