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1. Introduction
The CoMP NIB contributions in RAN1#74bis on CoMP CS (Coordinated Scheduling) have been based on two different approaches:

· Centralized approach (see for example ‎[1]

 REF _Ref363379977 \r \h 
‎[2]), assuming the existence of “Resource Coordinator” able to optimise the network operation;

· Distributed approach (see ‎[3]

 REF _Ref370896969 \r \h 
‎[4] and partially in ‎[1]), assuming the spreading of knowledge on scheduling and the associated power such that each eNB will be able to perform the scheduling, based on a priory-known RRM policy. 

In this contribution we analyse the differences and the expected performance of the two approaches. Some of them, as delay and feedback overhead, are mentioned in the WI ID CoMP-NIB in ‎[5].
2. Delay structure
a. Centralized approach

The centralized approach uses for its resource and power scheduling decision the latest conveyed (by eNB) CSI information, which may be outdated at the time of decision, due to the user traffic and channel variations.

The reasons for high delays are:

· Backhaul delay, which was considered max. 50ms for CoMP eNB study but in practice can be higher if the Resource Coordinator resides in the Operator network, while the eNB resides on a NIB backhaul. We note that the maximum delay considered in ‎[2] was 30ms.
· Usage of the available CSI processes: due to the optimisation target, some of them may be used to assess the interference created by specific cells, reducing the number of CSI process available for total interference assessment. This creates an additional delay which can add up to 40ms if a single CSI process is used while considering the total interference;

· Time from receiving the scheduling decision and up to applying the decision or the modified decision, given the possibility of local adaptation; this time may be 4-6ms up to 10ms, depending on the synchronisation of the decision arrival and the next available subframe.  
· Optimisation time: a central unit running a lot of optimisations in parallel may introduce its own delays; we assume that another 5-10ms can be added as a minimum.
· Processing time for considering the actual scheduling done by neighbour cells and adjusting the central scheduling decision, as indicated in ‎[1]: “Upon receiving the result of the resource coordination, the eNB would know which wireless resources can be used for each of its cells. Each eNB would transmit its downlink according to the allocated wireless resources. In the process, information on the resource allocation of neighbouring cells could be forwarded to each eNB.” This optimisation local process, taking place after the reception of the recommended scheduling, can take another 10ms.
Observation 1: The maximum delay with the centralized approach can be higher than 100ms.
b. Distributed approach

· Backhaul delay – not relevant, as demonstrated in ‎[3];

· Usage of the available CSI processes: all available processes are used only for the assessment of the external interference; the max. delay is 10ms due to lack of synchronisation between the measurement and the appearance of the next same subframe.  

· Scheduling decision: 4ms, as considered also in 36.101.
Observation 2: The maximum delay with the distributed approach is 14ms.
3.  Backhaul traffic

Below is presented the traffic generated over the backhaul.

a. Centralized approach

Based on the description and the figure from ‎[1], the following traffic occurs in the uplink and downlink of each eNB:
[image: image1.emf]Cell 1

Cell 2

UE1

UE2

UE CSI reporting

UE CSI reporting

Resource Coordinator

UEs’ CSIs are collected 

and processed together

Result of resource 

coordination is forwarded


Figure 1 – Traffic in centralized scheduling

Traffic streams over the backhaul for each eNB:
· CSI transmission to Resource Coordinator

· Actual resource allocation transmission to other eNBs (optional);

· Receiving the resource scheduling information.

Observation 3: In centralized approach there are, per each eNB, two mandatory streams and one optional stream to be sent over the backhaul.
b. Distributed approach

The following figure shows the backhaul traffic in the distributed approach. The scheduling and power information is transmitted between eNBs in vicinity.
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Figure 2  Traffic in distributed scheduling

Traffic streams over the backhaul:

· Actual resource allocation and power sent to other eNBs. 

Observation 4: In distributed approach there is only one traffic stream per eNB to be sent over the backhaul.
4. Trade-off between speed limitation and cell size

The speed was not considered in evaluation requirements; however it is interesting to look at its influence on system behaviour.

a. Channel coherence time

The channel coherence time Tc can be obtained by using the following approximation:
Tc ≈ c/(4·f·v),

where c is the light speed, f is the operational UE frequency and v is the UE speed.

Small Cells TR 36.932 ‎[6] indicates:
“For indoor UE, only low UE speed (0 – 3 km/h) is targeted. For outdoor, not only low UE speed, but also medium UE speed (up to 30km/h and potentially higher speeds) is targeted.”

At 3km/h, Tc1 = 25.7ms, while at 30km/h, Tc2 is 2.57ms.

Observation 5: At 3.5GHz, channel coherence time is 25.7ms at 3km/h and 2.57ms at 30km/h. 
b. Delay influence on cell size and performance
In ‎[1] is indicated that the power per resource is part of Group 1 information, i.e. the PRBs have semi-statically designated powers. However the powers should follow the channel changes or to be established a fade margin up-front.

The CSI information being delayed, and given the short coherence time, the centralized approach cannot follow the channel changes, such that implicitly will consider higher-than needed fade margins, conducting to smaller cell sizes and reduced performance gains.

Based on the maximum evaluated delays and the above calculated channel coherence time, results that only the distributed approach can work at 3.5GHz without additional fade margins due to Doppler effects at 3km/h.

Observation 6: Due to the additional fading margin, even at pedestrian speeds the cell size is lower with centralized scheduling.
Observation 7: Due to the additional fading margin, the performance is reduced with centralized scheduling.

5. Scalability of the solution

a. Centralized approach
The most scalable solution is to deploy the Resource Coordinator co-located with a Macro Cell; even in this case will be needed to perform the scheduling and the optimisations for up to 20 cells / sector (two clusters, 10 cells per cluster), i.e. 60 small cells per Macro cell area. For example, UEs in clusters of different macrocell areas that are near due to the deployment. So the centralized resource allocation would not be optimal in this case.

b. Distributed approach

The distributed approach is fully scalable.

With the distributed scheduling, the information is sent to the eNBs in vicinity, independently if they belong to the same cluster or not and independent of the macro eNBs covering the clusters.
Observation 8: There is a difference between the scalability of the centralized solution as compared with the distributed solution.
6. Conclusions
In this contribution were analysed some differences between the use of centralized and distributed solutions in LTE CoMP NIB Study Item.
The following observations were made:

· Observation 1: The maximum delay with the centralized approach can be higher than 100ms.
· Observation 2: The max. delay with the distributed approach is 14ms.
· Observation 3: In centralized approach there are, per each eNB, two mandatory streams and one optional stream to be sent over the backhaul.
· Observation 4: In distributed approach there is only one traffic stream per eNB to be sent over the backhaul.
· Observation 5: At 3.5GHz, channel coherence time is 25.7ms at 3km/h and 2.57ms at 30km/h. 

· Observation 6: Due to the additional fading margin, even at pedestrian speeds the cell size is lower with centralized scheduling.
· Observation 7: Due to the additional fading margin, the performance is reduced with centralized scheduling. Observation 8: There is a difference between the scalability of the centralized solution as compared with the distributed solution.
Given the above observations is proposed to:
Proposal 1: It is proposed that distributed scheduling as described and evaluated in R1-135241 will be included in TR 36.xxx dedicated to LTE CoMP-NIB.
Proposal 2: It is proposed that the content of this contribution will be incorporated in TR 36.xxx dedicated to LTE CoMP-NIB.
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