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1
Introduction
This contribution talks about system level synchronization techniques for out of network and partial network scenarios.

The main motivation for this is D2D Broadcast communication which covers the following scenarios: 
1. In network

2. Out of network 

3. Partial network coverage
Additionally, the LS from RAN plenary emphasizes the need for techniques to deal with all these scenarios [1]. 
We believe that in order to have a common technical solution across these three scenarios, there is a need for system level D2D synchronization solution for the partial network and out of network scenarios. 
This contribution re-iterates the design proposed in [2] in Section 2, addresses some of the concerns raised in RAN1 #74 in Section 3, and provides updated simulation results in Section 4, and finally concludes in Section 5.
2 
Proposed design

A fraction of resources is allocated for the purpose of synchronization. An example is shown in the figure below with 1% of the system resources allocated to synchronization. 

[image: image1.emf]
Synchronization packet format is based on 36.922 [3] as well as IEEE 1609 synchronization protocol [4], and can for example contain:

· Timing information -- counters

· Synchronization Status – e.g. connected to GPS, connected to WAN, etc.

· Synchronization accuracy 

· Stratum Level (i.e., hop count)

· Information for conflict resolution – e.g. age/reliability of the timing source 

The following proposals were made in [2]:

Proposal 2a: repeated PSS transmission with low duty cycle is proposed as the link level signal
Proposal 2b: time orthogonalization of synchronization signals from different UEs to facilitate easier detection

Proposal 2c: a synchronization frame that facilitates D2D synchronization including support for conflict resolution across independent sources
3 
System Level Aspects of Synchronization
In this section, we address some of the concerns raised in RAN1 #74.
3.1 Local vs Global Synchronization

We believe local synchronization is enough for D2D communication, and proposed solution should be viewed as a local synchronization solution with multiple hops limited to a small number (e.g. 4). In our simulations, over the finite area being simulated, we didn’t run into the problem of conflicting or lack of synchronization. 
We do believe that system level techniques are needed to deal with asynchronous interference, but view it as a boundary between two synchronized networks much like the asynchronous deployments rather than fully asynchronous networks. 
Observation 3a: the proposed synchronization solution should be viewed as a local synchronization protocol with limited number of hops.

Observation 3b: a local synchronization protocol can lead to synchronization boundaries across two or more synchronous networks similar to asynchronous network deployments.  

3.2 
Multiuser Synchronization Aspects

As pointed out in [5], multiuser time synchronization can lead to undesirable behavior. In particular, linear combining algorithms for time synchronization can leads to an accumulation of propagation delays, and hence drifting clocks.
Hence, we proposed to do non-linear algorithms which amount to selection rather than combining from multiple sources.  In particular, we propose synchronizing to the earliest detected received signal. 
Proposal 3a: non-linear algorithms including selection algorithms for multi-user time synchronization should be used.
4



Simulation Results

We proposed time and frequency synchronization algorithms, in [2], to resolve the mentioned challenges. In what follows, we present the performance of these algorithms in out-of-network and partial-network scenarios by simulating Option 5 which was the agreed mandatory scenario.
4.1 Out-of-network Case

These simulations are updated to reflect the agreements obtained at RAN1 #74 (and email discussions).

We assume 32 UEs/cell, motivated by Broadcast simulation option, in which UEs initially have carrier frequency offset of +- 5 ppm, and completely asynchronized notion of timing reference. A typical deployment is shown in the figure below:
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Our proposed algorithm resolves the timing inconsistency issue by giving priority to the UEs who acquired the oldest timing source. In order to reduce the effect of the propagation delay, a UE may modify its PSS timing to the earliest measured timing among the neighbors (including it) with the oldest timing source. 
Frequency synchronization can be done by averaging the measured frequency offsets to all neighbors with the oldest timing source. For a faster convergence, each UE can additionally keep some history by appropriately weighting the new measurements.
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Figure 4-1 Frequency and Time Synchronization Performance (Out-of-network Scenario)
4.2 Partial-network Case

These simulations results are repeated from [2], and provided for completeness. 

In this scenario, the in-coverage UEs directly synchronize to eNodeBs, and disseminate the WAN timing to the other out-of-coverage devices. A typical deployment based on the RAN1 WG1 #73 [6] agreement, is shown in the figure below:
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We can consider a hierarchical structure, in which the synchronization stratum of a UE is defined as the minimum number of hops between the UE and the WAN similar to [3]. UEs should transmit their synchronization hierarchy, i.e. the stratum level, information along with the synchronization signal. Each UE can then determine its stratum as one greater than its donor UE.

The timing inconsistency can be simply resolved by giving priority to the WAN timing. The proposed synchronization algorithms are the hierarchical version of the ones used in the out-of-network scenario. That is, a UE at level l modifies its timing and frequency based on the received synchronization signals from its higher neighbors (i.e. at levels <1).
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Figure 4-2 Frequency and Time Synchronization Performance (Partial-network Scenario)
Observation 4a:  D2D synchronization algorithms are able to meet a frequency offset requirement of 300 Hz.
Observation 4b:  D2D synchronization algorithms are able to meet a time synchronization requirement of a few microseconds. However, use of extended CP may be needed for some deployments. 

5
Conclusion

In this contribution, we discussed aspects related to D2D synchronization.

We make the following observations/proposals which are repeated from [2]: 
Proposal 2b: repeated PSS transmission with low duty cycle is proposed as the link level signal
Proposal 2b: time orthogonalization of synchronization signals from different UEs to facilitate easier detection

Proposal 2c: a synchronization frame that facilitates D2D synchronization including support for conflict resolution across independent sources
Observation 4a:  D2D synchronization algorithms are able to meet a frequency offset requirement of 300 Hz.
Observation 4b:  D2D synchronization algorithms are able to meet a time synchronization requirement of a few microseconds. However, use of extended CP may be needed for some deployments. 

We also make the following clarifying observations/proposals based on feedback at RAN1 #74. 
Observation 3a: the proposed synchronization solution should be viewed as a local synchronization protocol with limited number of hops.

Observation 3b: a local synchronization protocol can lead to synchronization boundaries across two or more synchronous networks similar to asynchronous network deployments.  

Proposal 3a: non-linear algorithms including selection algorithms for multi-user time synchronization should be used.
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