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1 Introduction

At the RAN1#74 meeting, the D2D communication aspects that need to be further studied by RAN1 WG were agreed. One of the main aspects that should be considered and studied by RAN1 WG is the method for D2D resource allocation and scheduling of D2D transmissions. In particular, it was proposed to look into the following [1]:
· Method for scheduling / resource allocation

· Out of network coverage, are all transmissions contention based, or are some scheduled (i.e. such that resource collisions are not possible within an area within which transmissions interfere with each other)? 

· Under network coverage, are at least some of the D2D link transmissions scheduled?
In this contribution, we provide our views on the aforementioned discussion topic, as well as provide the first cut of the system level evaluation analysis for VoIP traffic in public safety and out of network coverage scenarios.

2 Peer-to-peer communication in out of network coverage
The one of the most challenging and controversial scenarios for D2D communication is the out of network coverage scenario, when no network, device synchronization and radio resource management function is available. In this scenario, the UE-autonomous or Peer Radio Head (PRH) assisted [2] radio resource management is needed in order to improve communication performance characteristics and avoid collisions. In this scenario, the design of new scheduling/resource allocation method should satisfy the following Public Safety peer-to-peer communication requirements:

· Peer-to-peer air-interface latency of 200ms in order to support single-hop voice services;

· Low outage probability and robust communication over large communication range;

· Support of low and medium data rate traffic;

· Half-duplex problem resolution;

· Energy efficient communication.
Following the RAN WG guidance, the peer-to-peer communication should be designed assuming broadcast operation from the physical layer perspective. The other communication types such as unicast, groupcast and relaying can be supported through upper layers. In addition, at the RAN1#74 meeting, it was agreed that as a baseline no closed loop physical layer feedback is used for broadcast communication unless significant benefits are shown.

Without closed loop physical layer feedback, the information about instantaneous channel conditions and interference environment at the receiver side is not available for broadcast transmitter. Therefore based on broadcast operation principles, it is a transmitter function to optimize its transmission parameters, so that its data can be successfully received by the maximum possible number of receivers in the neighborhood. Without feedback and knowledge of the intended receivers, the broadcast transmitters may still optimize its transmission parameters by assessing the interference environment, selection/assignment of the spectrum resources for communication and adjustment of its data rate based on traffic conditions. In addition, the long term measurements and upper layer messages can be defined to facilitate interference management and spectrum resource selection/assignment.
3 Methods for Resource Allocations

3.1 D2D Resource Pool

The initial discussion on D2D resource allocation for peer-to-peer communication was presented in [2]. The D2D resource pool is composed from the predefined set of subframes within LTE physical frame and the set of physical resource blocks (PRBs). The allocated physical resource blocks are further used and mapped to support the set of logical frequency channels (LFC) of the predefined bandwidth (e.g. 6 PRBs). The allocated physical resources are repeated over subsequent LTE frames (or the set of LTE frames), so that periodical pattern of the peer-to-peer spectrum resources is semi-statically allocated.
The motivation to define the D2D resource pool is aligned with the RAN1 WG agreement, that the peer-to-peer communication is organized only in uplink spectrum resources. It is obvious that in TDD bands, depending on the UL-DL configuration, the D2D resource pool can be composed from the different amount of UL subframes that are periodically allocated, forming pattern of D2D resources which is repeated in time.
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The D2D resource pool can be further divided into multiple functional regions for data transmission, control, discovery and scheduling assignment. These regions may be repeated periodically over time.
Proposal 1
· Spectrum resources for D2D communication are periodically allocated and configured by eNodeB/PRH.
3.2 Data Transmission Region of D2D Resource Pool
The data transmission region of the D2D resource pool may have repeated slotted structure and occupy set of consecutive subframes. By default the data region may be used for transmission of the devices that have been assigned to transmit data by eNodeB and/or PRH in specific resources of the data transmission region. The data transmission region is represented in the form of logical frequency channels and time allocations. Alternatively, slots may be occupied by terminals based on distributed contention resolution mechanisms. The data region may be further sub-divided into transmission instances of different multiplexing/allocation types:

Transmission allocation type

· FDM based allocation. In this allocation type, transmitter is assigned/selects logical frequency channel(s) and occupies it for transmission when it has traffic. Physical resources for subsequent transmissions in the logical frequency channel may hop over frequency domain to improve robustness.
· TDM based allocation. In TDM case, transmitter is assigned/selects time slot(s) within data region for transmission when it does have traffic. None of other devices within proximity region is allowed to transmit at the same time.
· TDM and FDM based allocation. According to this allocation type, the transmitter is assigned/selects logical frequency channel(s) and time slot(s) within data transmission region.
Granularity of single transmission instance/opportunity
For peer-to-peer communication it is advantageous to use multi-TTI allocation, especially if narrow band transmissions are used for data range extension. In addition, it allows reducing the impact from continuous switching between TX/RX states and save on guard periods. The granularity of transmission instance is always a tradeoff with the control overhead used to perform resource assignment or contention resolution. The careful analysis of the tradeoff between the granularity of the data transmission regions and control signaling overhead should be further studied by RAN1 WG.
For VoIP service, it may be beneficial to use 4 consecutive TTIs and have periodical pattern in time in order to send the VoIP packets periodically as it is done in cellular setup by using semi-persistent scheduling mechanism. For VoIP, there is no need to schedule/compete for each of the VoIP packet, instead the VoIP sessions may be assigned resources on a long term periodical basis. For this reason the scheduling assignment for peer-to-peer operation does need to be done frequently.
Proposal 2
· Multi-TTI transmission instances should be considered and used when possible
· Narrow bandwidth allocations are used to facilitate longer transmission ranges

· Frequency hopping and repetitions in time are used to extract time and frequency diversity and potentially randomize interference.

Timescale of the data transmission region
One of the important aspects that should be further discussed for data communication is the timescale or duration of data transmission region. In our view, in both within and out of network coverage scenarios the time span of data transmission region should be in the order of 40-160ms. This interval represents a tradeoff between the latency to access resources in data transmission region as well as control overhead for resource assignment. The larger timescale may introduce unnecessary latency, the smaller time scale will increase the overhead problem for control signaling. The optimal value should be further studied.
Proposal 3
· Timescale for peer-to-peer data transmission session should be discussed by RAN1 WG.

· The timescale options of peer-to-peer data sessions in the order of 40-160 ms are further studied.
3.3 Scheduled or Contention Based Operation

The synchronous protocols for resource allocation may be scheduled or contention based. Therefore careful design of control channel signaling carrying scheduling requests/assignments and/or resource allocation information for potential receivers is required to effectively solve the tradeoff between data channel capacity, medium access latency and control signaling overhead.

First, the ad-hoc network architecture should be assumed for the resource allocation:

· eNodeB/PRH-assisted (hierarchical) RRM: The resources are assigned/scheduled with assistance by a coordinator node – peer-radio head. In this case resource collisions may be avoided within an area within which transmissions may interfere with each other. Note that the hierarchical structure may be deployed at higher layers.

· Fully distributed (flat) RRM: The resources for transmission are decided by each ProSe enabled terminal autonomously following the system timing and frame structure. Contention signals, beacons etc. are used in control channel for multiple access to the data channel.

For within network coverage scenarios, the eNodeB can schedule broadcast communication in data transmission region for peer-to-peer communication. However, the scheduled allocations should be on long-term basis and parameters of the transmission may be defined by the UE.
The RX scheduling assignment, that carry information about transmission parameters of the particular transmission in data transmission regions may be directly sent at the beginning of the transmission instance similar to the DCI mechanism in DL transmission. Alternatively, RX scheduling assignments may be sent before data transmission regions directly by corresponding transmitters. The later one may be more efficient in terms of receiver energy efficiency so that it does not need to monitor all resources corresponding to different transmission instances in order to receive signal from the transmitter of interest. The mechanisms for scheduling transmitters within data transmission region needs to be further studied. 
Proposal 4
· Transmission in the data region is contention free within a given proximity area.
· The contention-based operation if supported is done outside of the data transmission region.
· The scheduling assignment for receivers is transmitted at the beginning of the data region, so that receivers know the part of the data region that is of interest to the particular receiver.
4 Resource Allocation for VoIP Services
The VoIP service is critical for Public Safety peer-to-peer operation in out of network coverage scenario. The following factors needs to be taken into account when VoIP service is considered: robustness, link budget, periodicity and latency, half duplex problem. All of these factors can be considered for construction of the peer-to-peer data transmission region resource grid.
4.1 VoIP Link Budget Analysis
From the previous studies in LTE Coverage Enhancement SI/WI it is known that the VoIP traffic has limited coverage in UL relative to DL and therefore link budget enhancement techniques are required [4]. The narrow band TTI bundled transmission with frequency hopping and retransmissions is beneficial for improving link budget characteristics for the VoIP service, due to increased energy per information bit, utilization of both frequency and time diversity. The link level analysis for TTI bundled transmission is shown in Figure 1. The details of link level evaluation assumptions and link budget calculations provided in Appendix A.
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	Figure 1. VoIP PUSCH link level results


Table 1. Target SNR and maximum coupling loss for VoIP.
	Scenario
	VoIP AMR 12.2 kbps
Scheme 1
(1 PRB, 4 TTI)
	VoIP AMR 12.2 kbps
Scheme 2

(1 PRB, 8 TTI)
	VoIP AMR 12.2 kbps
Scheme 3
(3 PRB, 4 TTI)

	ePA (Fd = 7.2 Hz), 1x2 (low)

	ReTx = 1
	3.55
	0.15
	-0.65

	ReTx = 2
	-0.45
	-3.40
	-4.25

	Maximum Coupling Loss for 2 ReTx
	135.9
	138.8
	134.9

	eTU (Fd = 7.2 Hz), 1x2 (low)

	ReTx = 1
	2.50
	-1.10
	-1.90

	ReTx = 2
	-1.70
	-4.60
	-5.35

	Maximum Coupling Loss for 2 ReTx
	137.15
	140
	136


Taking into account UE noise figure (9dB), antenna gain (0dB), UE max transmission power (23dBm) and target SNR level to achieve PER = 2·10-2 the maximum coupling loss (MCL) can be calculated (see Appendix A). The MCL in this case will be around -135 dB (see Appendix A) when 8 TTIs are utilized which is well aligned with the -112dBm RSRP association criteria used by RAN1 WG in D2D system level evaluations (i.e. 23dBm-135dB = -112dBm).
Observation 1
· Narrowband multi-TTI transmissions with frequency hopping and time diversity are beneficial to increase link budget for VoIP service.
· About 8TTIs is needed in order to successfully receive VoIP traffic from broadcast transmitters in noise limited scenarios assuming that -112dBm received power (-135dB pathgain) is used association criteria to D2D transmitters.

4.2 Latency and Periodicity
During talk spurt, VoIP packets arrive periodically every 20ms, the maximum number of subframes that can be used for transmission of one VoIP packet is limited to 20. Given that 200ms air interface latency is allowed for VoIP transmission in D2D mode, multiple ways of mapping of VoIP transmissions in time frequency resource grid is possible. The large air interface latency may allow concatenation of several VoIP packets and transmitting those in one physical layer allocation, although the benefits of this solutions needs to be further studied.
Observation 2
· The increased VoIP air interface latency may allow concatenation of several VoIP packets.

· The increased packet duration will require increased number of TTIs per transmission instance when packets are concatenated.
4.3 Half-duplex Problem in FDM Mode
Another factor that should be considered for FDM operation in case of VoIP communication is the half-duplex problem. Since transmitters may also need to receive packets from each other, the mechanism for resolution of half-duplex problem may be needed. The solution to resolve this problem is to repeat VoIP packets transmission at the different time instances however it is obvious that transmitters in this case will have worse performance comparing to the nodes that only do receive processing. In case of contention based operation, the half-duplex problem complicates the control channel design because control channels should be orthogonal in time to allow TX points decode control information for efficient decision making on the resource pool assignment. There is no such disadvantage in case of eNodeB/PRH-assisted architecture.
5 Peer-to-Peer VoIP Communication - System Level Analysis
5.1 Analysis of the VoIP traffic
In this section, we analyze broadcast communication in Public Safety out of coverage scenarios assuming that synchronization reference is provided to all public safety terminals (see [5] for more details). In current analysis, it is assumed that signals arrive time aligned at each receiver and the propagation delay is absorbed by cyclic prefix duration. It should be noticed that this assumption needs to be further carefully studied by RAN1 WG as the propagation delay may be substantial [5], and synchronization error may further degrade performance. In the following simulation results we take into account the effect of in-band emissions following the mandatory model, agreed by RAN1 WG for system level analysis [8].

Several resource allocation patterns and different resource orthogonalization options, including FDM only and FDM+TDM partitioning are analyzed. In current analysis we assume that each transmitter is represented by a PRH. PRHs are synchronized to each other and orthogonalize their resources for communication to peers on long term basis. In FDM only mode we assume that PRH uses either 16 frequency channels for 3 PRB case or 48 for 1 PRB case. Once channels are selected based on the minimum received energy, the PRHs just transmit once data arrive at the TX buffer. For FDM and TDM mode we assume that PRHs share resource in both time and frequency domain. For 4 TTI case, we assume 5 orthogonal in time transmission opportunities. In case of 8 TTI only 2 orthogonal transmission opportunities exist. Figure 2 shows the VoIP coverage statistics, i.e. the number of covered UEs and the number of decoded VoIP streams (98% of payload packets must be decoded from each stream). Several resource allocation and coding schemes to transmit 328 bit VoIP payload (with header compression) were evaluated:

1) 3 PRBs x 1 TTI. One VoIP packet is transmitted using 3 PRB and 1 TTI per 20ms;

2) 3 PRBs x 4 TTIs. One VoIP packet is transmitted using 3 PRBs and 4 TTIs per 20ms;

3) 1 PRB x 8 TTIs. In this option, 4TTIs are transmitted twice in separate time allocations.

	Uniform (100% Outdoors)
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	Hotspot (100% Outdoors)
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	Indoor-Outdoor Mix (80% Indoor, 20% Outdoor)
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	Figure 2. System level analysis of the VoIP traffic in out of network coverage PS scenarios (layout Option 5)
 a) CDF of the number of covered UEs (RXs) by VoIP transmission; 
b) CDF of the number of received VoIP streams/sessions (98% of packets received successfully).


Observation 3
· Narrowband transmissions in 1 TTI are not sufficient to cover all UEs within the association range, even in interference free environment.
· TTI bundling mechanism efficiently improves link budget in the PS Uniform and Indoor-Outdoor scenarios.
· The 8 TTI bundling (4 TTI x 2 ReTx) almost achieves upper bound in terms of number of covered receivers.
· In-band emission factor is likely to be the limiting factor in the Hotspot scenario where 8 TTI bundling gives negligible gain comparing to the 4 TTI bundling case.
· Under VoIP traffic assumptions all scenarios are considered as noise limited and increased number of transmitters may need to be additionally studied
In order to verify the last observation we have conducted additional study w/o taking into account in-band emission effects. As it is shown in Figure 3, when in-band emission modeling is switched off the upper bound is achieved. The reason for degradation in case of Hotspot user drop comparing to the Uniform user drop is that in this case the overlapping areas are relatively large. In addition based on the receiver side analysis of the pathgain difference between strongest TX and the i-th strongest TX it can be seen that in case of Hotspot user drop the difference is much larger which explains sensitivity to the in-band emissions.
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d) 

	Figure 3. a) Pathgain from a TX UE to the strongest neighbor TX UE

b) Pathgain difference from a RX UE to the strongest TX UE and i-th strongest

c) CDF of the number of covered UEs (RXs) by VoIP transmission for the Hotspot scenario

d) CDF of the number of received VoIP streams/sessions for the Hotspot scenario.


6 Conclusions

In this contribution, we provided our views on methods for resource allocation and scheduling for peer-to-peer public safety communication in out of network coverage and public safety specific scenarios. In addition we have conducted system level analysis for the VoIP traffic in out of network coverage public safety specific scenarios. Based on the discussion presented in this paper we have following proposals and observations:
Proposal 1

· Spectrum resources for D2D communication are periodically allocated and configured by eNodeB/PRH.

Proposal 2

· Multi-TTI transmission instances should be considered and used when possible

· Narrow bandwidth allocations are used to facilitate longer transmission ranges

· Frequency hopping and repetitions in time are used to extract time and frequency diversity and potentially randomize interference.

Proposal 3

· Timescale for peer-to-peer data transmission session should be discussed by RAN1 WG.

· The timescale options of peer-to-peer data sessions in the order of 40-160 ms are further studied.

Proposal 4

· Transmission in the data region is contention free within a given proximity area.

· The contention-based operation if supported is done outside of the data transmission region.

· The scheduling assignment for receivers is transmitted at the beginning of the data region, so that receivers know the part of the data region that is of interest to the particular receiver.

Observation 1

· Narrowband multi-TTI transmissions with frequency hopping and time diversity are beneficial to increase link budget for VoIP service.

· About 8TTIs is needed in order to successfully receive VoIP traffic from broadcast transmitters in noise limited scenarios assuming that -112dBm received power (-135dB pathgain) is used association criteria to D2D transmitters.

Observation 2

· The increased VoIP air interface latency may allow concatenation of several VoIP packets.

· The increased packet duration will require increased number of TTIs per transmission instance when packets are concatenated.

Observation 3

· Narrowband transmissions in 1 TTI are not sufficient to cover all UEs within the association range, even in interference free environment.

· TTI bundling mechanism efficiently improves link budget in the PS Uniform and Indoor-Outdoor scenarios.

· The 8 TTI bundling (4 TTI x 2 ReTx) almost achieves upper bound in terms of number of covered receivers.

· In-band emission factor is likely to be the limiting factor in the Hotspot scenario where 8 TTI bundling gives negligible gain comparing to the 4 TTI bundling case.

· Under VoIP traffic assumptions all scenarios are considered as noise limited and increased number of transmitters may need to be additionally studied
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Appendix A – Link Level Evaluation Assumptions

In this appendix, we provide link level evaluation assumptions that were used for VoIP link budget analysis. The assumptions for link level studies are provided in Table 2 and the example of maximum coupling loss analysis is given in Table 3. 
Table 2: PUSCH VoIP AMR 12.2 kbps

	Parameter
	Values

	Channel model
	 ePA, eTU, fd =7 Hz

	Transmission scheme
	1x2 (low correlation)

	HARQ mode
	2 HARQ retransmissions

	Channel estimation
	Practical channel estimation

	Frequency hopping
	Type 2 PUSCH hopping with “Inter subframe” mode (4 subbands, hopping offset = 0)

	QoS target
	2 % residual BLER


Table 3: MCL analysis for PUSCH VoIP AMR 12.2 kbps (ePA channel model)

	Parameter
	Value

	
	VoIP AMR 12.2 kbps
Scheme 3 
(3 PRB, 4 TTI, 2 ReTx)
	VoIP AMR 12.2 kbps
Scheme 1
(1 PRB, 4 TTI, 2 ReTx)
	VoIP AMR 12.2 kbps
Scheme 2
(1 PRB, 8 TTI, 2 ReTx)

	Transmitter
	

	(1) Tx power (dBm)
	23

	Receiver
	

	(2) Thermal noise density (dBm/Hz)
	-174

	(3) Receiver noise figure (dB)
	9

	(4) Interference margin (dB)
	0

	(5) Occupied channel bandwidth (Hz)
	15000 * 3 * 12 = 
0.54 MHz
	15000 * 1 * 12 = 
0.18 MHz
	15000 * 1 * 12 = 
0.18 MHz

	(6) Effective noise power

   = (2) + (3) + (4) + 10 log10(5) (dBm)
	-107.7
	-112.4
	-112.4

	(7) Required SINR (dB)
	-4.2
	-0.45
	-3.40

	(8) Receiver sensitivity

   = (6) + (7) (dBm)
	-111.9
	-112.9
	-115.8

	(9) MCL 

   = (1) ( (8) (dB)
	134.9
	135.9
	138.8


Appendix B – System Level Evaluation Assumptions

This appendix provides, summary of the system level evaluation assumptions that were used for system level analysis of VoIP communication in out of coverage public safety specific scenarios.

	Parameter
	Value

	Deployment scenarios
	Out of coverage, Option 5, 57 cells, ISD = 1732m [6]
1) Uniform drop (100% outdoor),

2) Hotspot drop (100% outdoor),

3) Indoor-Outdoor mix drop (2 indoor hotspot buildings per sector, 80% indoor, 20% outdoor)

	Synchronization
	Ideal synchronization

	D2D spectrum
	700 MHz @ 10 MHz

	Maximum TX power
	23 dBm

	Power control
	Maximum power transmission

	RSRP threshold
	-112 dBm

	Pathloss model
	According to [6]

	Fast fading model
	According to [6]

	UE antenna configuration
	1 TX, 2 RX

	UE number
	3 transmitters and 29 receivers per cell

	In-band emission model
	Modeled according to the modified mask from TS 36.101 with {3,6,3,3} specific offsets [8]

	Traffic model
	VoIP traffic with header compression (328 bit payload) according to [7]
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