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1 Introduction

At the RAN1#74, the synchronization aspects for support of D2D operation in LTE technology were discussed for multiple deployment scenarios (within/partial/out of network coverage). It was agreed, that the following synchronization aspects needs to be considered and studied further by RAN1 WG:
· Synchronization signal(s) design;
· Resources used for synchronization;
· Which UEs need to transmit synchronization signals;
· Synchronization procedure;
· Synchronization accuracy requirements;
· Handling of timing advance when in (partial) network coverage;
· Need for and size of guard periods for tx/rx switching;
· Agreement: Assume 624Ts for both tx-rx and rx-tx switching.
· Time required for AGC.
In this contribution, we provide our views on synchronization aspects for D2D operation mainly focusing on public safety specific use cases and out of coverage scenario.
2 On Synchronization Types
In ad-hoc networks, two types of synchronizations may need to be distinguished when synchronous protocols are assumed for communication between the nodes of the ad-hoc network:

· Network (protocol) level synchronization. This type of local synchronization is used to provide common timing in localized area to all members of the established ad-hoc network. The main purpose of this synchronization is to enable synchronous behavior of all nodes, so that synchronous protocols can be used for data exchange and spectrum resource management.

· Packet (transmission) level synchronization. This type of synchronization assumes that each receiver synchronizes to the particular transmitter(s) of interest in order to receive broadcasted data.

Both types of synchronization may be mutually exclusive or complement each other depending on the ad-hoc network architecture. In simplistic ad-hoc network, the packet level synchronization only can be used however such networks may suffer from downgraded performance in terms on network spectral efficiency if operate in asynchronous mode, with potential resource collisions problems. In synchronous ad-hoc networks, the network level synchronization may be used where one or a few mutually synchronized sources serve as a synchronization reference to other terminals. In ad-hoc networks, aiming transmission over large propagation distances the combination of the two approaches may be necessary in order to avoid asynchronous interference and be able to reliably synchronize with transmitters. It should be also stressed that public safety use cases [1] assume “geographic area of operations for D2D ProSe Group Communication up to 1.5 mile radius per incident scene”. This “quasi-proximate” setup may require support of both synchronization options.
3 Synchronization Accuracy and Requirements

3.1 Synchronization Requirements

The synchronous D2D operation at physical layer in out of network coverage scenarios requires tight synchronization requirements in time and frequency. In order to avoid performance loss, caused by inter-symbol/inter-carrier interference due to non-aligned symbol timing and frequency error, the synchronization requirements should be similar to what is used in cellular setup.
Symbol Timing

In ideal case, the CP duration should accommodate transmit misalignment error, propagation delay and channel spread so that no inter-symbol interference is injected when receiver processes signal from multiple synchronous broadcast transmitters. However, this may require usage of longer cyclic prefix values, sacrifying spectral efficiency. The processing of FDM multiplexed signals arriving from distant transmitters requires more strict synchronization and in general is more challenging if no timing advance and power control is applied. The processing is especially complicated if large difference in propagation delays and received signals power is observed. In TDM case, the significant difference in propagation delay can be compensated at the UE receiver side, if accurate timing synchronization with each of the transmitter can be achieved and propagation delay difference that may results in partially overlapped transmission is absorbed by increased cyclic prefix or guard period.

Frequency Offset Error

Another factor that needs to be considered for synchronization and analysis of simultaneous FDM transmissions from different TX points is inter-carrier interference seen at the receiver side due to the different frequency offset errors between broadcast transmitters and given receiver. For FDM mode, it may be a good guideline to keep maximum frequency offset error between broadcast transmitters and receivers, so that the ICI impact from the residual frequency offset is below/ comparable with the inband emissions level.
Clock Drift (Sampling Offset)
The clock drift is another factor that should be considered for synchronization in out of network coverage scenarios. The clock drift of the UE terminals may not be a problem for transmission over short duration but will affect the performance and accuracy of the network level synchronization especially if one or several terminals serve as a reference for other terminals. In particular, the minimum period of synchronization signal transmission needs to be analyzed. The clock drift will results in different number of baseband samples observed at the transmitter and receiver side at a given period of time. Therefore it may complicate non-coherent accumulation combining, especially if low duty cycle periodical transmissions are used.
3.2 Difference with Cellular Setup
RAN4 Frequency Error Requirements
According to [2], the UE modulated carrier frequency shall be accurate to within ±0.1 ppm compared to the carrier frequency received from the eNodeB. This transmit signal quality requirement assumes that UE is synchronized to eNodeB, which frequency error is also very stable and depending on the BS class varies in the range: ±0.05 (wide area BS) ppm, ±0.1 ppm (local area BS), ±0.25 ppm (home BS). Moreover for eNodeBs, it is mandated that the same reference source shall be used for RF frequency and data clock generation while for mobile terminals it is not specified.

In out of network coverage scenario, UEs may suffer from an oscillator inaccuracy in the range of ±5-10 ppm or higher relative to nominal frequency. Within network coverage, such inaccuracy is compensated through estimation of carrier frequency offset relative to eNodeB carrier frequency which is very accurate (e.g. ±0.1 ppm). In out of network coverage, UEs will need to synchronize with each other. The total frequency offset error between pair of UEs may exceed ±10-20 ppm (i.e. ±14kHz and ±40kHz for 700MHz and 2GHz for carrier frequencies respectively), which will also result in large clock drift (sampling offset).
Observation 1
· Frequency error requirements for D2D operation in out of network coverage scenario needs to be discussed/defined.
RAN4 cell phase synchronization requirements

For LTE-TDD systems, the RAN4 WG defined requirements on cell phase synchronization accuracy [3] which is defined as the maximum absolute deviation in frame start timing between any pair of cells on the same carrier frequency that have overlapping coverage areas. Cells with radius less than 3 km shall meet the 3us cell phase synchronization accuracy.

Observation 2
· Timing synchronization error less than 3us should be targeted .
Proposal 1
· Send LS to RAN4 WG in order to clarify the UE frequency offset error/stability in out of network coverage scenario.
· The synchronization requirements similar to cellular operation should be targeted (timing within a CP fraction, residual frequency error within hundreds of Hz). The exact values are FFS and subject to RAN4 feedback.

4 Propagation Delay Analysis

The propagation delay is one of the main factors that affects synchronous operation of peer devices. In this section, we analyze the propagation delay difference vs pathgain difference for different user drop scenarios of public safety layout Option 5. In particular, we study broadcast scenario where 32 UEs are dropped per macro cell sector and 3 broadcast transmitters are randomly selected from dropped terminals. The receivers associate to transmitters using -112dBm received power criteria. For current analysis it is assumed that all broadcast transmitters are ideally synchronized and have coommon sense of timing. For each receiver associated to multiple transmitters, we measure difference in pathgain and propagation delay for two transmitters with maximum received power (i.e. tPD1-tPD2 and PG1-PG2, where PG1>PG2). The system level simulation results are shown in Figure 1.
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(a) Uniform user drop
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(b) Hotspot user drop
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(c) Indoor-outdoor user drop
	Figure 1: Scattering diagrams of pathgain and propagation delay difference for different user drop scenarios of layout Option 5.
(a) Uniform user drop
(b) Hotspot user drop

(c) Indoor-outdoor user drop


Observation 3
· All PS scenarios characterized by different statistic in terms of pathgain and propagation delay (time of arrival) difference.
· The near far problem may be challenging for FDM based transmissions, when pathgain difference from two strongest transmitters exceeds 30-40dB. Many receivers may not be able to simultaneously receive signal from multiple transmitters => time division multiplexing may be preferable for low data rates.

· In many cases signals with lower received power arrive much earlier.
· In all scenarios, the propagation delay difference between two strongest transmitters is very large and for majority of the receivers is within ±2.5 us (±750 m), which is already half of normal cyclic prefix duration.
· The extended cyclic prefix may be needed to avoid inter-symbol interference in at least some of the out of network coverage public safety scenarios.
· The network level synchronization protocol, if used, will further increase variance of time of arrival difference for signals from multiple transmitters due to unavoidable synchronization errors.
5 Synchronization Procedure

In out of network coverage scenario, the main question with regard to synchronization procedure is how the common timing is established among terminals with independent clocks. The network wide synchronization may be achieved using pairwise synchronization approaches.
5.1 Pairwise Synchronization
There are several approaches for clock synchronization of two node pairs: two way synchronization, one way synchronization and rx-rx based synchronization which in some sense may be considered as a combination of both.
	Two Way Synchronization
	One Way Synchronization
	Combination of both 
(rx-rx based synchronization)
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	Notations: β - clock drift; θ – clock offset; TPD – propagation delay; X, Y – variable delays/errors

	Exchange of time-stamps between two nodes
· Propagation delay can be excluded from clock offset estimation
· Timing is measured at both sides
	Periodical transmission of timestamps from one of the node (reference)

· Clock offset and propagation delay cannot be differentiated (i.e. propagation delay is inherited error)
· Timing measurement is done at one side only
	No need for the donor to send timestamp. Only time stamps of times of arrival are exchanged between terminal nodes.


5.2 Network-wide Synchronization
The pairwise synchronization can be extended to ad-hoc network-wide synchronization by propagating timing information, where pairwise synchronization is performed between nodes. In general, this concept can be used in out of network coverage scenarios where special nodes (e.g. peer radio heads (PRHs)), may periodically broadcast synchronization signals, achieving mutual synchronization and at the same time serve as a reference for terminals in neighborhood, similar to cellular operation. The synchronization area, can be further extended if several PRHs synchronize to each other and or propagate timing from eNodeB. Such extension may need to be considered for ad-hoc network of large size in order to avoid asynchronous interference, although the impact of latter one on low data rates needs to be further analyzed. In this case, the synchronization procedure may need to be defined among selected PRH nodes. The synchronous operation of PRHs in some sense may be considered as synchronous operation of neighboring cells and interference management solution, but over the air synchronization mechanisms need to be defined to synchronize PRHs, if no other mechanism is available. On the other hand, for small scale networks such extension may not be needed at all. The terminals located close to the PRH may derive timing directly from the closest PRH, whose reference signal arrived first or which timing is more accurate / reliable. For network wide synchronization, the synchronization protocol may need to be designed between PRH nodes, if large scale public safety ad-hoc network is considered. For small scale networks, the broadcasting of synchronization signals by one of the terminals (PRH) may be sufficient, so that remaining public safety terminals can use it as a reference.
Hierarchical synchronization with timing propagation
In case of hierarchical timing propagation, one of the PRHs, serves as the timing reference for other PRHs and terminals in neighborhood. The hierarchical timing propagation needs one node acting as a reference to the other nodes and PRHs through which the synchronization is established in a whole ad-hoc network. Further study is needed on which type of hierarchical synchronization: one-way or two ways is needed for out of coverage operation. It has to be noted that in both cases some additional spatial smoothing of timing information between PRHs of the same layer may be used to improve the overall synchronization accuracy. The advantage of hierarchical synchronization is that fast synchronization may be achieved however the damage of the reference node will require reselection of the synchronization donor.
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Figure 2: Local hierarchical synchronization.
Distributed synchronization
Distributed synchronization protocol uses local timing information of each node to achieve the whole ad-hoc network synchronization. This type of protocol can adapt to dynamic topology, and does not require one node to serve as a reference (master) to others. Instead the common timing is established through exchange of local clock information among neighboring nodes. The drawback of distributed protocols is relatively slow convergence speed and sensitivity to large clock drifts and propagation delays.
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Figure 3: Pure distributed synchronization.
Observation 4
· Hierarchical synchronization protocols are similar to cellular synchronization procedure and easy to setup in local area

· Distributed synchronization protocols require new synchronization procedures and may suffer from clock drift with large propagation delays and may have long convergence time.
6 Synchronization Signal Design

For synchronization purposes, it is preferable, to reuse the existing synchronization signals defined in LTE, if those meet synchronization requirements. The latter one needs to be confirmed once information on frequency oscillator stability is requested from the RAN4 WG. In general the PSS and SSS signals can be considered as good candidates and should be given a higher priority for analysis. The periodicity of PSS signal transmission should be further studied based on feedback from RAN4 WG on the frequency offset error of UE terminals. The transmission of both PSS and SSS signals may be necessary to simplify the timing estimation, avoid estimation of the composite channel if it happens that several PRHs use the same PSS sequence and overlapped resources. In general, the usage of one of three PSS sequences may be sufficient to serve as a common preamble for initial acquisition. The SSS signal may serve for identification of the particular PRH broadcasting synchronization signal and also for channel estimation.
In order to avoid confusion of legacy terminals operating in TDD band the frequency shift or modified sequences for the PSS and SSS signal transmission may need to be considered, taking into account the 100kHz LTE channel raster.

To simplify the timing estimation, the repeated PSS [4] and SSS signal transmission with cyclic timing prolongation may be considered, however the physical structure need to be updated to avoid inter-symbol/carrier interference, when FFT window is positioned across the repeated synchronization signal boundaries. From the implementation complexity perspective the saving due to repeated PSS transmissions may not be significant, oppositely it will require additional implementation efforts and modification of receive processing to estimate the timing of the 1st PSS transmitted symbol and resolve ambiguity of the cross-correlation peaks. Alternatively, the consecutive PSS and SSS transmissions may be considered and provide similar performance characteristics. 
In general, we believe that discussion on the details of synchronization signal design for the case of out of network coverage scenario and whether the changes to LTE synchronization signals are needed requires feedback from RAN4 WG on frequency accuracy/stability. In the next section we provide initial link level analysis of timing error estimation assuming subsequent transmission of PSS/SSS signals.
6.1 Link level analysis

In this section, we analyze timing estimation error in AWGN and ePA-5Hz channels for different SNR levels, frequency offset 500Hz and 5kHz and different accumulation time. For timing estimation the cross correlation with PSS sequence is applied. The non-coherent combining over 2 and 4 transmissions was taken into account for timing estimation. Note that in current analysis the 5 ms periodicity for PSS transmission was assumed and clock drift was not modeled. The latter one will further degrade the timing estimation accuracy if duty cycle is increased. The severe clock drift may require more sophisticated timing estimation algorithms especially if low duty cycle transmission of synchronization signals is considered since the TXs and RXs may observe different number of samples during the duty cycle and thus the several hypotheses for sampling offset estimation may need to be checked to acquire the timing. This in general will complicate the non-coherent timing accumulation approaches.
The link level results for timing and carrier frequency estimation error are shown in Figure 4. 
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e)
	Figure 4:  Time and frequency offsets estimation errors
a) CDF of timing error, AWGN, FO 500Hz
b) CDF of timing error, AWGN, FO 5kHz
c) CDF of timing error, ePA-5Hz, FO 500Hz
d) CDF of timing error, ePA-5Hz, FO 5kHz
e) CDF of CFO error, AWGN, FO 500Hz/5kHz




Observation 5
· The timing estimation using PSS sequence is immune to carrier frequency offsets up to 7.5 kHz however the loss may be substantial for larger CFO values, if CFO is not compensated or multiple hypothesis testing is not applied
· The non-coherent combining may be useful for improvement of accuracy of timing estimation, however additional study is needed for large clock drifts and low duty cycle of synchronization signal transmission

· The period of synchronization signals transmission and synchronization signal design option may be based on PSS/SSS physical signal structure, however further study may be needed for higher values of frequency error
7 Resources Used for Synchronization

For network-wide synchronization, the PRHs may broadcast synchronization signals in order to propagate timing and establish synchronization in given local area. In TDD band, the PSS signal transmission in the center of the bandwidth may cause the confusion of legacy terminals that do initial scanning. Therefore the frequency position of PSS/SSS signal transmission may need to be changed. The actual PSS/SSS transmission may be shifted in frequency taking into account LTE channel raster of 100kHz. The transmission of PSS/SSS by PRHs should be synchronized and located close in time (e.g. one subframe/frame) in order for mobile terminals to be able estimate timing from several PRHs in energy efficient manner. Moreover the transmission of PSS/SSS signals may be distributed over orthogonal resources in time/frequency so that PRHs itself can synchronize to each other if necessary.
8 Handling of Timing Advance

For D2D operation, within network coverage it is important to decide which timing is used by D2D transmitters for communication within network coverage. In this section, we assume that T1 is the reception time of the eNodeB/PRH reference signals at the UE side and T2 is the offset to this reference. There are at least three options that need to be considered and further analyzed at the link and system levels:

· Option A.  DL TX/UL RX timing (T1-T2, where T2 is propagation delay (RTT/2) between eNodeB and UE).
· Option B.  UL TX timing (cellular operation, T1-T2, where T2 is RTT between eNodeB and UE)

· Option C.  DL RX timing (time of arrival of eNodeB sync signal, as transmit timing reference T1, T2 = 0)

It should be noted that Option B, when D2D transmitters use UL TX timing is already supported by cellular UE terminals. Clearly that this option is more preferable from eNodeB side perspective, since D2D transmission will be time aligned at the eNodeB side with cellular transmissions and thus reduced interference can be expected. On the other hand for reception of the D2D signals from multiple transmitters the Option A (when all D2D terminals transmit synchronously) is more preferable from D2D signal reception perspective since it substantially reduces standard deviation of time of arrival difference from multiple transmitters. The effect of different strategies for D2D transmit timing is illustrated in Figure 5 where difference of time of arrival for two strongest broadcast transmitters is considered at the eNodeB and D2D receiver side respectively. The uniform user drop scenario of layout Option 5 was used to illustrate the effect of different strategies for D2D timing.
	Option A. (DL TX/UL RX Timing)
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(a) UE RX side
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(d) eNodeB RX side

	Option B. (UL TX timing)
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(b) UE RX side
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(e) eNodeB RX side

	Option C. (DL RX timing)
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(c) UE RX side
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(f) eNodeB RX side

	Figure 5: On D2D transmit timing and time of arrival/pathgain difference for two strongest TXs


Observation 6
· From the eNodeB/network perspective, the UL TX timing is advantageous since D2D transmissions are aligned in time with cellular transmissions in majority of cases.
· On the other hand, the usage of UL TX timing increases the difference of signal TOA from multiple D2D transmitters comparing to the case when all D2D transmitters operate synchronously (DL TX timing).
· The both UL TX Timing and DL RX timing increase difference in time of arrival of signals from multiple D2D transmitters. The latter complicates processing of signals from multiple D2D transmitters operating in FDM mode and may require the usage of the extended CP.
· Additional studies are needed to decide on transmit timing to be applied for D2D transmissions.
9 Conclusions
In this contribution, we provided our views on synchronization aspects for D2D operation in public safety use cases for out of network coverage scenarios. In our view, RAN1 WG needs to ask feedback from RAN4 WG on the maximum frequency error for mobile terminals operating in out of network coverage scenario and based on this feedback continue analysis and design of synchronization signal for D2D applications. Based on current analysis we have the following proposals and observations:
Proposal 1
· Send LS to RAN4 WG in order to clarify the UE frequency offset error/stability in out of network coverage scenario.

· The synchronization requirements similar to cellular operation should be targeted (timing within a CP fraction, residual frequency error within hundreds of Hz). The exact values are FFS and subject to RAN4 feedback.
Observation 1
· Frequency error requirements for D2D operation in out of network coverage scenario needs to be discussed/defined.

Observation 2
· Timing synchronization error less than 3us should be targeted.

Observation 3
· All PS scenarios characterized by different statistic in terms of pathgain and propagation delay (time of arrival) difference.
· The near far problem may be challenging for FDM based transmissions, when pathgain difference from two strongest transmitters exceeds 30-40dB. Many receivers may not be able to simultaneously receive signal from multiple transmitters => time division multiplexing may be preferable for low data rates.

· In many cases signals with lower received power arrive much earlier.

· In all scenarios, the propagation delay difference between two strongest transmitters is very large and for majority of the receivers is within ±2.5 us (±750 m), which is already half of normal cyclic prefix duration.

· The extended cyclic prefix may be needed to avoid inter-symbol interference in at least some of the out of network coverage public safety scenarios.

· The network level synchronization protocol, if used, will further increase variance of time of arrival difference for signals from multiple transmitters due to unavoidable synchronization errors.

Observation 4
· Hierarchical synchronization protocols are similar to cellular synchronization procedure and easy to setup in local area

· Distributed synchronization protocols require new synchronization procedures and may suffer from clock drift with large propagation delays and may have long convergence time.
Observation 5
· The timing estimation using PSS sequence is immune to carrier frequency offsets up to 7.5 kHz however the loss may be substantial for larger CFO values, if CFO is not compensated or multiple hypothesis testing is not applied
· The non-coherent combining may be useful for improvement of accuracy of timing estimation, however additional study is needed for large clock drifts and low duty cycle of synchronization signal transmission

· The period of synchronization signals transmission and synchronization signal design option may be based on PSS/SSS physical signal structure, however further study may be needed for higher values of frequency error
Observation 6
· From the eNodeB/network perspective, the UL TX timing is advantageous since D2D transmissions are aligned in time with cellular transmissions in majority of cases.

· On the other hand, the usage of UL TX timing increases the difference of signal TOA from multiple D2D transmitters comparing to the case when all D2D transmitters operate synchronously (DL TX timing).

· The both UL TX Timing and DL RX timing increase difference in time of arrival of signals from multiple D2D transmitters. The latter complicates processing of signals from multiple D2D transmitters operating in FDM mode and may require the usage of the extended CP.
· Additional studies are needed to decide on transmit timing to be applied for D2D transmissions.
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