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1
Introduction

At the RAN1 #73 meeting, an agreement was reached to down select between alternative 2a and alternative 2b by Friday 21st June 2013.  Many companies submitted evaluations on both codebooks [2]

 REF _Ref363736555 \r \h 
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 REF _Ref363736582 \r \h 
[18]

 REF _Ref363736583 \r \h 
[19], and alternative 2a has been chosen as the new 4Tx codebook for Rel-12 after email discussions.  From email discussions,   it has been also agreed to take beam indices [0,1,2,...,7] for the subsampling of rank 2 W1 in PUCCH mode 1-1 submode 1. 
It remains to agree the subsampling schemes for 

1) rank 1 PUCCH mode 1-1 submode 1, 

2) PUCCH mode 1-1 submode 2 and 

3) PUCCH mode 2-1.
In this contribution, we give our evaluations and views on them. 
2
Review of Rank 1/2 of codebook 2a
In [1], the definition of codebook 2a is defined. We copy the definition here as reference:

Codebook 2a is defined as
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3
Codebook subsampling 
Table 1: Beam group and beam vectors

	
	Beam group index

	
	0
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	13
	14
	15

	beam vector 1
	0
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	13
	14
	15

	beam vector 2
	8
	9
	10
	11
	12
	13
	14
	15
	16
	17
	18
	19
	20
	21
	22
	23

	beam vector 3
	16
	17
	18
	19
	20
	21
	22
	23
	24
	25
	26
	27
	28
	29
	30
	31

	beam vector 4
	24
	25
	26
	27
	28
	29
	30
	31
	0
	1
	2
	3
	4
	5
	6
	7


3.1 Codebook subsampling for mode 1-1 submode 1
In the Rel-10 8Tx design, beam groups with beam vectors covered in other beam groups are trimmed in codebook subsampling in feedback mode 1-1. The practice for Rel-10 8Tx codebook offers a useful reference as both have similar W2 designs. consider there are 16 beam groups (0,…, 15), and beam groups 0/8, 1/9, … 7/15 share the same beam vectors (though they are indexed differently in two beam groups, refer to table 1), it seems natural to perform codebook sampling for feedback mode 1-1 submode 1 with beam indices {0,1,2,3,4,5,6,7} at rank 1/2. By the agreement reached at RAN1 #73, there is no codebook subsampling at rank 3/4 for submode 1. 

During email discussions on codebook subsampling, a design option is offered so for UE with  4 layer spatial multiplexing capability, there is no subsampling for rank 1; and for UE with 2 layer spatial multiplexing capability, subsampling for rank 1 takes beam indices {0,1,2,3,4,5,6,7}. As a consequence, codebook subsampling would be tied to the spatial multiplexing capability in that design.  Also different subsampling schemes for rank 1 were proposed.
In tables 2-5, we have simulated 3 alternatives for rank 1 subsampling: 

· Alternative 1:  without subsampling, 
· Alternative 2: selecting beam groups {0,1,2,3,4,5,6,7}

Table 1 80% indoor

[image: image2.emf]Setup   Sector TP (Mbps) avg TP (Mbps) Median TP (Mbps) cell edge TP (kbps)

Closely spaced, ,alt1-12ns_SU_1-1-sub-1 10.33 12.19 7.88 1643.41

Closely spaced, ,alt2-12ns_SU_1-1-sub-1 10.32 12.05 7.73 1650.23

Widely spaced, ,alt1-12ns_SU_1-1-sub-1 10.12 9.17 5.58 1128.81

Widely spaced, ,alt2-12ns_SU_1-1-sub-1 10.12 9.17 5.5 1142.21


Table 2 100% outdoor

[image: image3.emf]Setup   Sector TP (Mbps) avg TP (Mbps) Median TP (Mbps) cell edge TP (kbps)

Closely spaced, ,alt1-12ns_SU_1-1-sub-1 10.44 16.36 10.98 2751.15

Closely spaced, ,alt2-12ns_SU_1-1-sub-1 10.44 16.4 10.99 2700.7

Widely spaced, ,alt1-12ns_SU_1-1-sub-1 10.32 13 8.56 1916.97

Widely spaced, ,alt2-12ns_SU_1-1-sub-1 10.32 13.03 8.52 1930.05


From simulation evaluation, we can see for the prioritized antenna configurations, the difference in throughputs brought by alternative 1 over alternative 2 is quite minimal  Considering the decision on rank 2 subsampling, we have 
Proposal 1:  At rank 1/2,   subsampling is through choosing beam groups {0, 1, 2, 3, 4, 5, 6, 7} for submode 1 in feedback mode 1-1. 
3.2 Codebook subsampling for mode 1-1 submode 2

One observation on Rel-10 8Tx codebook is that the codebook for submode 2 is actually a re-sampling of the codebook of submode 1 at ranks 1 and 2. That can be also inherited for the 4Tx codebook design to simplify the design. We have 
Proposal 2:  for submode 2 in feedback mode 1-1 at rank 1/2,   subsampling is through choosing beam groups {0, 1, 2, 3, 4, 5, 6, 7}, and cophasing term {α(i),-α(i)} for rank 1 and {1, j} for rank 2. 
3.3 Codebook subsampling for mode 2-1
3.3.1 Rank 2
For feedback mode 2-1, there is no need to subsample W2 for rank 1. For rank 2, the same subsampling on W2 as in Rel-10 8Tx codebook can be re-used: 
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In [19]

 REF _Ref363736577 \r \h 
[15],  subsampling with
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is proposed. 
In tables 6-7, we provide the evaluation results. In the tables, and alternative a is for 
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, alternative b is for 
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Table 6 80% indoor

[image: image9.emf]Setup   Sector TP (Mbps) avg TP (Mbps) Median TP (Mbps) cell edge TP (kbps) utilization ratio

Closely spaced, Alternative a,2-1 10.32 11.53 7.32 1603.48 0.623

Closely spaced, Alternative b,2-1 10.33 11.57 7.42 1599.91 0.624

Widely spaced, Alternative a,2-1 10.09 8.19 5.02 1129.7 0.698

Widely spaced, Alternative b,2-1 10.11 8.39 5.15 1136.75 0.693


Table 7 100% outdoor

[image: image10.emf]Setup   Sector TP (Mbps) avg TP (Mbps) Median TP (Mbps) cell edge TP (kbps) utilization ratio

Closely spaced, Alternative a,2-1 10.42 15.11 9.95 2473.32 0.55

Closely spaced, Alternative b,2-1 10.43 15.33 10.18 2535.31 0.546

Widely spaced, Alternative a,2-1 10.27 11.23 7.33 1628.79 0.631

Widely spaced, Alternative b,2-1 10.28 11.4 7.45 1704.37 0.625


As we can see from simulation evaluation, that alternative a does not provide throughput gain over alternative b. Hence we have 

Proposal 3: For feedback mode 2-1, at rank 2, subsampling on W2 can be done according to 
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3.3.2 Rank 3/4
As for rank ¾, it turns out for rank 4, codewords with indices 0, 2, 8, 10 essentially generate the same precoder just with different permutations on layers (so different layers can be mapped to a codeword) and phase rotation of the precoding vectors for some layers.  The same can be said for 
[image: image13.wmf]{1,3,9,11}

, 
[image: image14.wmf]15}

{12,13,14,

, 
[image: image15.wmf]{4,6}

 and 
[image: image16.wmf]{5,7}

. So at rank 4, there are essentially 5 unique codewords if layer permutation and precoding vector phase rotation is ignored. In some sense, codewords 0, 2, 8 and 10 can be considered as “duplicates” of one another. In Appendix B, we give analysis on why it is important to avoid “duplicates”.
To help build understanding of the issue at hand, as an example, we consider codewords 0 and 2. Codeword 0 (
[image: image17.wmf]0

P

) is given by 
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Codeword 2 (
[image: image19.wmf]2

P

) is given by 
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And we have
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We can see 
[image: image22.wmf]2

P

 is obained from 
[image: image23.wmf]0

P

 through a column permutation [1 4 3 2], and phase rotation. We also have
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A codeword with index from {0,1,2,…,11} has the same beam direction for different polarizations, and codeword with index from{12,13,14,15} have different beam directions for different antenna polarizations which can be omitted in the further consideration.

In the PUCCH feedback mode 2-1, there are 2 bits available to indicate the codewords to the eNB. Hence we need to select 4 codewords among 16 codewords. Consequently, the optimal subsampling scheme consists of picking one codeword from {0,2,8,10}, one codeword from {1,3,9,11}, one codeword from {4,6}, and one codeword from {5,7}. In one example, we choose codewords {0, 1, 4, 5} as the subsampling scheme. In another example, we choose {3,6,7,8}.  
Of course, if some need is identified to consider codewords from {12,13,14,15}, one codeword from that set can be also included in the subsampled codebook and one codeword is selected from each of 3 out of 4 sets  {0, 2, 8,10}, {4,6}, {5,7}, {1,3,9,11}. In one example, codewords {0, 4, 9,12} are chosen to form the subsampled codebook. 
In the following table, we provide simulation results to compare the subsampling schemes found from the procedure given above and subsampling schemes provided so far. The subsampling schemes from companies are marked in green; the best performance subsampling scheme is marked in yellow. Subsampling schemes are ordered according to cell edge throughput in the ascending order. 
[image: image34.emf]subsampling scheme Sector TP (Mbps)  avg TP (Mbps)  Median TP (Mbps)Median TP loss  cell edge TP (kbps)cell edge TP loss

{0,4,8,12} 10.49 32.8 26.24 5.54% 8007.02 3.46%

{12,13,14,15} 10.44 30.98 24.77 10.84% 8014.22 3.37%

{0,1,2,3} 10.49 32.74 26.14 5.90% 8020.31 3.30%

{8,9,10,11} 10.49 32.58 26.12 5.98% 8037.87 3.09%

{0,2,8,10} 10.5 32.81 26.2 5.69% 8050.38 2.94%

{1,2,4,7} 10.49 32.19 26.12 5.98% 8051.2 2.93%

{6,7,8,9} 10.49 33.05 26.61 4.21% 8054.09 2.89%

{3,4,7,8} 10.49 33.29 26.4 4.97% 8054.88 2.88%

{0,4,7,9} 10.49 32.83 26.19 5.72% 8055.94 2.87%

{0,3,4,7} 10.49 32.85 26.16 5.83% 8055.98 2.87%

{0,3,6,7} 10.49 33.01 26.22 5.62% 8103.78 2.29%

{4,5,8,11} 10.49 32.83 26.2 5.69% 8114.5 2.16%

{5,6,8,11} 10.49 32.87 26.27 5.44% 8116.19 2.14%

{5,6,9,10} 10.5 32.53 26.19 5.72% 8134.5 1.92%

{4,7,8,9} 10.49 33 26.2 5.69% 8170.28 1.49%

{4,5,8,9} 10.49 32.96 26.2 5.69% 8171.56 1.48%

{3,5,6,8} 10.49 33.08 26.53 4.50% 8202.62 1.10%

{3,6,7,8} 10.49 33.32 27.78 0.00% 8294.02 0.00%


From the simulation results, we can see there are about 5.7% loss in median throughput and 2.9% loss in cell edge throughput comparing the best performing subsampling scheme {3,6,7,8} with {0, 2, 8, 10}.

 Hence we have 

Proposal 4: for feedback mode 2-1, at rank ¾, subsampling is through picking a codeword from each of the four sets of codewords: {0, 2, 8,10}, {4,6}, {5,7}, {1,3,9,11} such as {3,6,7,8}.

4
Conclusion

We evaluate codebook subsampling schemes in this contribution.  We have

Proposal 1:  At rank 1/2,   subsampling is through choosing beam groups {0, 1, 2, 3, 4, 5, 6, 7} for submode 1 in feedback mode 1-1. 
Proposal 2:  for submode 2 in feedback mode 1-1 at rank 1/2,   subsampling is through choosing beam groups {0, 1, 2, 3, 4, 5, 6, 7}, and cophasing term {α(i),-α(i)} for rank 1 and {1, j} for rank 2. 
Proposal 3: For feedback mode 2-1, at rank 2, subsampling on W2 can be done according to 
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Proposal 4: for feedback mode 2-1, at rank ¾, subsampling is through picking a codeword from each of the four sets of codewords: {0, 2, 8,10}, {4,6}, {5,7}, {1,3,9,11} such as {3,6,7,8}.
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Appendix A – Simulation setup
	Parameter
	Value

	Cellular layout
	Hexagonal grid, 19 sites, 3 sectors per site, 500 m ISD

	Simulation case
	ITU UMa for macro

	Carrier frequency
	2GHz

	Deployment scenario
	Scenario A: Homogenous macro

	Antenna configuration
	4 Tx 0.5λ or 4λ x-pol (-45o, 45o), for eNB

2 Rx 0.5λ x-pol (0o, 90o)

	Timing alignment error model
	Ideal timing alignment or TAE follows N(0,12ns)

	Number of UEs per cell
	Arrival rate at 2.5 UEs/second/cell for bursty traffic

	Transmission scheme
	SU-MIMO with maximum 2/4 layers per UE

	Receiver modeling for PDSCH
	IRC, realistic channel estimation,  sample covariance matrix modeled with the Wishart distribution

	Feedback
	PUCCH Mode 1-1 submode ½, PUCCH Mode 2-1
Subband sizes 6 PRBs, Npd=5 ms, J=3, K=1, MRI=2

	Scheduler
	Proportional fair

	Indoor / outdoor modeling
	Drop rule 1: 20 % UEs dropped outdoor

Drop rule 2: 100% UEs dropped outdoor

	Traffic model
	Bursty traffic model at a number of arrival rates {2.5} UEs/second/cell

	Receiver modeling for CSI
	Realistic channel estimation for CSI-RS 

	HARQ
	Max 4 retransmission

Incremental redundancy


Appendix B Unitary transform and precoding
The question whether a unitary transform affects the SINRs at the UE can be answered by examining the SINR when a unitary matrix such as 
[image: image37.wmf]u

 is applied as part of the precoder at the transmit side.

Let the receiver model be 
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 precoder. We denote 
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 by 
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. Let the covariance matrix due to 
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 be 
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. Then we have the SINR at stream 
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 is given by
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If a unitary matrix 
[image: image52.wmf]u

 is applied to 
[image: image53.wmf]w

 (i.e. the precoder is 
[image: image54.wmf]wu

), then we can see in this case the SINR at stream 
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 is given by 



[image: image56.wmf]1

~

1/

=

-

p

p

g

SINR


where 
[image: image57.wmf]p

g

~

 is the 
[image: image58.wmf]th

p

-

 diagonal element of



[image: image59.wmf].

=

)

(

1

1

Bu

u

u

I

H

G

H

u

H

H

H

m

-

-

+


The diagonal elements of 
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H

 change according to the applied 
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. In one smart/lucky choice, 
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H

 can be made into a diagonal matrix (
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 happens to be the eigenvectors). There are choices which are bad as well.

Take the Shannon capacity formula, then we have for two streams, the sum capacity is given by
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The sum capacity is maximized with 
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. So the capacity difference is given as
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where 
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For higher ranks, the gap can be characterized as
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If the construction of the unitary matrix 
[image: image73.wmf]u

 is limited to permutation and/or phase rotation, then the SINRs are just re-ordered or permutated. The permutation order is derived from the column permutation relating two precoders as given in section 3.3.2. This also shows {0,2,8,10} or {12,13,14,15} does not give the UE opportunity to match to the channel/interference. With this, we hope it is clear that subsampling should be done so a “representive” from each out of 4  sets from {0,2,8,10}, {1,3,9,11}, {12,13,14,15},{5,7},{4,6} is chosen.
UE CSI feedback complexity

On the other hand, if RAN1 decides to take {0,2,8,10}, {12,13,14,15} or some other design, the identified permutation/phase rotation structure of the codewords as given in section 3.3.2 can be also used to simplify UE CSI calculation complexity. 
subsampling with Codewords {0,2,8,10}

Using subsampling with Codewords {0,2,8,10} from Rel-8 rank 4 codebook as an example:

When selecting a precoder at rank 4, at each precoding codeword, the MCS indices for two hypothetical PDSCH codewords need to be determined, and the sum throughput needs to be found .
with 
[image: image74.wmf]0

P

, the SINRs for 4 spatial layers are given by SINR1, SINR2, SINR3, SINR4; SINR1 and SINR2 are mapped to PDSCH codeword one, and the corresponding MCS index is determined;  SINR3 and SINR4 are mapped to PDSCH codeword two, and the corresponding MCS index is determined;   then 

with 
[image: image75.wmf]2

P

the SINRs for 4 spatial layers are given by SINR1, SINR4, SINR3, SINR2 as already calculated for 
[image: image76.wmf]0

P

; the re-ordering of SINRs for 4 layers with  
[image: image77.wmf]2

P

is found from the permutation/phase rotation matrix relating 
[image: image78.wmf]2

P

 and 
[image: image79.wmf]0

P

 as identified above (If we ignore phase rotation, 
[image: image80.wmf]2

P

 is obtained from 
[image: image81.wmf]0

P

 by a column permutation [1 4 3 2], which leads to a permutation of SINRs for 4 spatial layers);  so SINRs for 4 layers with 
[image: image82.wmf]2

P

  do not be recalculated. And SINR1 and SINR4 are mapped to PDSCH codeword one, and the corresponding MCS index is determined;  SINR3 and SINR2 are mapped to PDSCH codeword two, and the corresponding MCS index is determined. 
Similarly for 
[image: image83.wmf]8

P

, with a permutation of [2 1 4 3], SINR2 and SINR1 are mapped to PDSCH codeword one,, SINR4 and SINR3 are mapped to PDSCH codeword two. 
Similarly for 
[image: image84.wmf]10

P

, with a permutation of [4 2 3 1], SINR4 and SINR2 are mapped to PDSCH codeword one,  SINR3 and SINR1 are mapped to PDSCH codeword two. 
subsampling with Codewords {12,13,14,15}
In another example, using subsampling with Codewords {12,13,14,15}, the SINRs at 4 layers at precoding codewords 13, 14 and 15 can be obtained from permutations of the SINRs at 4 layers caclulated at precoding codeword 12.

Subsampling with Codewords {0,1,2,3}
using subsampling with Codewords {0,1,2,3}, the SINRs at 4 layers at precoding codeword 2 can be obtained from permutations of the SINRs at 4 layers caclulated at precoding codeword 0; the SINRs at 4 layers at precoding codeword 3 can be obtained from permutations of the SINRs at 4 layers caclulated at precoding codeword 1.
 Similarly for subsampling scheme {0,4,8,12}, the codewords can be splitted into 3 sets {0,8}, {4}, {12}. And the SINRs for precoding codeword 8 can be derived from those for precoding codeword 0.
Similarly for subsampling scheme {8,9,10,11}, the codewords can be splitted into 2 sets {8,10}, {9,11}. And the SINRs for precoding codeword 10 can be derived from those for precoding codeword 8; the SINRs for precoding codeword 11 can be derived from those for precoding codeword 9. 

Also it is clear the identified permutation/rotation structure among codewords can be used even in the non-subsampling case.
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