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1. Introduction
This paper discusses resource scheduling, allocation and related procedure for D2D direct communication. Especially broadcast or groupcast based message delivery method are stressed for inside network coverage case, outside network coverage case and partial network coverage case.
2. Signal Format for D2D communication
Direct communication among D2D devices is operated on uplink band or uplink subframe where LTE uplink channels are being operated. Most uplink channels or signals in LTE are expected to be reused for physical channels or signals for D2D communication. For example, PUSCH and its function block can be reused for D2D message transmission/reception for unicast, groupcast and broadcast. Of course LTE UL DM RS structure, resource mapping and related parameters are basically utilized during D2D communication. Furthermore, D2D resource blocks (RB), resource allocation and resource mapping could be the same as ones in LTE system. 
Like that, most of things are reusable for D2D. However one of the potential differences in-between will be transition time requirements for Tx-to-Rx or Rx-to-Tx switching since Tx and Rx on the same UL band are not operated simultaneously. 
Figure 1 shows the time requirements to switch the UE from the transmission operation to the reception operation, and vice versa. The UE ON/OFF time mask is defined in [1] and 20 us transient period is used as follows:
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Figure 1: General ON/OFF time mask 

As 20 us transient period in [1] is translated to 0.28 SC-FDMA symbol duration in the normal CP, it is assumed throughout this paper that a fraction of SC-FDMA symbol duration needs to be reserved as the guard interval to allow the transition between signal transmission and reception. 
Figure 2 illustrates an example case where GI#1 and GI#2 respectively denote the Tx-to-Rx switching time and Rx-to-Tx switching time. The exact values of GI#1 and GI#2 need to be agreed for the design details.
Considering those points above, slightly modified PUSCH format seems the most feasible candidate to realize physical Tx/Rx channel required for D2D link. The example is shown in Figure 2b 
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Figure 2a: An example of switching transmission and reception operations.
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Figure 2b: Modified PUSCH format as candidate physical channel for D2D
· A fraction of SC-FDMA symbol duration needs to be reserved as the guard interval to support switching between transmissions and receptions. The exact guard interval length needs to be agreed [2].

· Modified PUSCH structure (with GIs) is the most feasible for D2D communication channel

3. Inside Network Coverage
It can be considered that radio resource in network coverage is fully controlled by eNB scheduler at all times. For D2D UE in RRC idle state to initiate D2D communication, random access preamble is transmitted to receive scheduling grant to setup RRC connection, which will be a prerequisite for D2D communication. After RACH procedure, UE in RRC connected state is now able to send scheduling request for D2D communication to each peer D2D UE or a group of D2D UEs. That means D2D Rx UE should be always wake up (“RRC connected mode”) to listen to D2D Tx UE’s signal, which undesirably leads to huge power consumption. In that sense idle UE should be able to participate in D2D reception, which will make dramatic energy savings in D2D operation.

In order for idle UE to transmit or receive D2D signal, the UE firstly transmits some signal requesting for resource allocation, next receives resource allocation (i.e. scheduling information), finally uncast or groupcast or broadcast its own signal on the assigned resource region. The first two steps is analogue to initial two steps of PRACH procedure (Preamble, RAR). The final step is slightly different from corresponding PRACH step. In PRACH, the message 3 is transmitted targeting to eNB, but in this proposal it is transmitted targeting to not only eNB, but also other D2D Rx UEs intended. In broadcast, all UEs that can decode the broadcast signal could be a targeted UE, while in groupcast, all UEs who are the member of the group and can decode it could be a targeted UE. The final message in step 3 is conveyed to eNB, and then eNB could feedback a proper response to D2D Tx UE like that ACK is for successful decoding, NACK is for decoding fail. The feedback information can be further used for decision for HARQ retransmission (if necessary). This procedure is illustrated in Figure 3 below
In Figure 3, msg1 is aforementioned a kind of scheduling request for D2D communication, which can be implemented by RACH preamble. The msg2 in the 2nd step is a D2D broadcast scheduling grant for msg3 transmission. The msg3 is a broadcasting information message targeting to D2D broadcast Rx UEs.
[image: image4.emf](

3

)

 

m

s

g

3

(

3

)

 

m

s

g

3

D2D Tx UE

D2D Rx UE

eNB

(

1

)

 

m

s

g

1

(

2

)

 

m

s

g

2

(

3

)

 

m

s

g

3

D2D Rx UE


Figure 3: D2D broadcast/groupcast with 3-step procedure (for RRC idle mode UE)
Figure 4 simply depicts the necessity of msg4 after that Tx UE receives HARQ NACK from eNB (broadcast or groupcast) or other Rx UEs (groupcast). Let’s assume that eNB fails to receive msg3 from Tx UE, then eNB feedbacks NACK to Tx UE. Then one can think the way eNB can be requested by Tx UE to broadcast msg3 for the retransmission purpose in relevant timeline on behalf of D2D Tx UE. The reason is that eNB can perform broadcasting better than Tx UE in most cases.
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Figure 4: msg4 broadcasted by eNB (instead of Tx UE) can be utilized as a retransmission of msg3
Unlike broadcast, groupcast may need a kind of HARQ operation to form a group and manage the group and member UEs, i.e. need response of msg3 reception, msg4. Figure 5 shows a group which has two member UEs, UE1 and UE2 in that group while this group does not consider UE3 as a member. So it was depicted in Figure 5 that UE3 cannot receive groupcast message from Tx UE.
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Figure 5: A group and groupcast

The proposed operation for broadcast or groupcast has basically very close to PRACH procedure and so most of developed functions and procedures in RACH could be reused. But some modification needs to be done, for example, timing relationship among msg1, msg2 and msg3 may be newly defined for D2D unicast, groupcast and broadcast respectively which may be different from existing PRACH procedure.
· D2D UEs in idle mode UE as well as in connected mode should be able to participate in D2D communication to save power consumption.

· It is suggested to adopt 3-step based D2D broadcast/groupcast approach

1. D2D access preamble transmission for scheduling request (msg1)

2. D2D access response reception as scheduling grant (msg2)

3. D2D broadcast/groupcast message transmission (msg3)

4. (Support retransmission)(msg4)

4. Outside Network Coverage

To keep commonality of operation between inside network coverage operation and out-of-network coverage, we introduce clustering concept with cluster head which can be useful for partially centralized scheduling of the other D2D UEs. Here the scheduling is not a heavy thing like that in eNB scheduler, rather it is just about simple function such as resource collision avoidance. Every UE can be a cluster head if they want to be, but proper selection rule or negotiation needs to be defined if multiple UEs want to be a head at the same time. 
In general, if there is no centralized scheduler, i.e. cluster head, UE should monitor potential signal at all times as long as they is not in Tx mode (e.g. WiFi). The problem is here that continuous monitoring operation cause large portion of power consumption. With clustering concept, a cluster head can coordinate or assign individual frequency-time access resource for each member UEs in the cluster and also indicate scheduling period and offset to all member UEs where they should monitor potentially transmitted signal at a given time period. In general, some of member UEs wake up periodically with periodicity P1 and offset1 to receive scheduling information, some other UEs wake up with periodicity P2 and offset2, and then each UE performs signal transmission or reception as per scheduling information decoded by each UE. In order to reduce power consumption here needs to align Tx timing and Rx timing of UEs as many as possible such that all the UEs transmit or receive their messages with the same periodicity and offset. Consequently high-power-consuming wake-up timing duration becomes shorter while low-power-consuming sleep mode duration contributing to energy saving become longer than before. Usually except for transmitting or monitoring time duration, UE will be implemented to always go to sleep mode to cut a bit of power consumption. Therefore this kind of coordination by cluster head is substantially beneficial in energy saving aspect.
Figure 6 and 7 show evaluation results of D2D UE clustering compared to non-clustering in terms of broadcasting signal. FTP model 2 is used with modification of packet size, 0.5 Kbyte in a subframe duration and mean arrival time, 5ms or 10ms. Broadcast transmissions UEs (Tx UE) are randomly selected and so more than one Tx UEs can be included in the same cluster.  In such case only one Tx UE can transmit broadcast message at a time and then such a delay due to simultaneous transmission occasion of multiple Tx UEs is modelled as just one subframe delay of transmission occasion and after that, retrial of contention. This is because as cluster size increases, the number of Tx UE increases and then more successful packet receptions can be expected over the entire cell layout by more aggressive spatial reuse.
Figure 6a and 7a show the number of arrived packets in transmission buffer according to cluster size defined by clustering threshold. Unlike non-clustering approach, as cluster size increases, the number of arrived packet decreases due to delayed packet of non-selected Tx UEs. Even though multiple Tx UEs have packets to be transmitted in their buffers in a certain transmission opportunity, only packet from the selected Tx UE is assumed to be transmitted while other UEs’s packet will be delayed until contention for Tx UE selection is resolved by cluster head. The reason to restrict the number of Tx UE is to manage interference environment and guarantee broadcast coverage, e.g. prohibiting multiple Tx UEs from proliferating interference.  
Figure 6b and 7b shows similar tendency as in Figure 6a and 7a in that increasing cluster size decreases the number of received packets. This is because as cluster size increases, the number of potential Tx UE increases and then the number of delayed packets coming from non-selected Tx UEs naturally increases.     
In order to observe substantial benefits of clustering, we evaluated the ratio of successfully received packets to arrived packets as shown in Figure 6c and 7c. Our observation is that proper interference source management (e.g. controlling the number of Tx UE in a cluster) by clustering makes it possible to guarantee interference-reduced channel environment. Based on this observation, our conclusion is that clustering approach outperforms non-clustering approach in terms of "number of successful reception per broadcast Tx" which can be interpreted as the coverage of each broadcast Tx. 
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Figure 6a: Arrived packet vs. clustering threshold (size) (packet size: 0.5Kbyte, packet arrival time: 5ms)
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Figure 6b: Received packet vs. clustering threshold (size) (packet size: 0.5Kbyte, packet arrival time: 5ms)
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Figure 6c: Ratio of received packet to arrived packet vs. clustering threshold (size) (packet size: 0.5Kbyte, packet arrival time: 5ms)
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Figure 7a: Arrived packet vs. clustering threshold (size) (packet size: 0.5Kbyte, packet arrival time: 10ms)
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Figure 7b: Received packet vs. clustering threshold (size) (packet size: 0.5Kbyte, packet arrival time: 10ms)
[image: image12.emf]50

52

54

56

58

60

62

64

-65 -70 -75 -80 -85 -90 -95

Ratio of Receive Packet

-

to

-

Arrived Packet

Clustering Threshold (dBm)

W/O Clustering

W/ Clustering


Figure 7c: Ratio of Received packet to Arrived packet vs. clustering threshold (size) (packet size: 0.5Kbyte, packet arrival time: 10ms)
Figure 8 shows the result for the FTP mode 2 in [3] (i.e., packet size: 0.5 Mbyte, mean inter-arrival time: 5000ms). We note that a packet is counted as a successful reception in a receiver UE only when all the transmissions relevant to the packet are successfully received by the receiver UE.
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Figure 8a: Arrived packet vs. clustering threshold (size) (packet size: 0.5Mbyte, packet arrival time: 5000ms)
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Figure 8b: Received packet vs. clustering threshold (size) (packet size: 0.5Mbyte, packet arrival time: 5000ms)
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Figure 8c: Ratio of Received packet to Arrived sub-packet vs. clustering threshold (size) (packet size: 0.5Mbyte, packet arrival time: 5000ms)
In addition it is noted that this is very preliminary evaluation results and further elaboration factors shall be taken into account in follow-up simulation.
Figure 9 is an example of a cluster head and D2D Tx UE for outside network coverage. One of UEs is cluster head, while one of the other UEs is D2D Tx UE which broadcasts message (msg3) to the other D2D Rx UEs. Unlike example in this figure, cluster head and Tx UE can be the same.
Msg1 in the 1st step, Tx UE is requesting for resource to broadcast a message or asking whether to be able to broadcast its own message or not at the moment. Cluster head responses Tx UE with msg2 which can be a scheduling/coordinating information or resource availability information. If Tx UE gets a resource for broadcasting, he is now able to transmit broadcast message (msg3). This procedure can be applied to unicast, groupcast with some adaptation. Msg2 to Rx UE, which may contain scheduling information or reception timing information and so on, will help Rx UE to decode msg3. 
As shown before in Figure 4, msg4 can be introduced here to help error recovery of msg3 and could be broadcasted by cluster head on behalf of Tx UE.
The proposed operation for broadcast has basically very close to PRACH procedure and so most of developed functions and procedures in RACH could be reused.
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Figure 9: D2D broadcast/groupcast with 3-step procedure (for outside network coverage UEs)
· It is suggested that the concept of clustering and cluster head is introduced especially to support for efficient operation in outside network coverage and partial network coverage. 

· Compact scheduling (e.g. resource coordination, periodicity/offset alignment) by cluster head makes a large contribution to collision avoidance and energy saving. 
5. Partial Network Coverage

D2D operation may take place across network coverage boundary where Tx UE is in coverage, Rx UEs is inside or outside network coverage as illustrated in Figure 9. The Tx UE can be a timing reference which shall make Rx UEs synchronized to Tx UE’s timing reference. In the same situation if Tx UE is in outside network coverage, then Tx UE’s timing reference is mostly unlikely to align network timing. This non-synchronization between network and the cluster/group causes high interference to in-network UEs from outside network UEs and vice versa. One way to overcome this problem in the situation where a cluster comprises both inside NW UEs and outside NW UEs, desirably one of UEs which is located in NW coverage should be cluster head (as a timing reference) to coordinate the interference. 
Msg1, msg2 and msg3 in Figure 10 are used for similar purpose as mentioned in section 3 and 4. It is noted that msg2 from eNB cannot be delivered to Rx UE2 in out-of-coverage. Without msg2, Rx UE is not able to decode msg3 properly because Rx UE cannot know decoding information and reception timing. So relaying service of msg2 is necessarily required and that’s why the relayed message, i.e. msg2 information is conveyed to Rx UE2. 

In addition, broadcasting msg3 from cluster head in partial coverage network case can reach D2D Rx UE outside NW coverage; otherwise Rx UE2 in coverage outside cannot receive msg3. D2D Tx UE’s broadcast or groupcast operation enlarges network coverage and in that sense this could be considered as relaying operation. 
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Figure 10: D2D broadcast/groupcast in partial coverage network (with clustering concept)

· D2D interference from non-synchronized UEs outside NW coverage to UEs inside NW coverage can be well-managed by synchronizing all of member UEs in a cluster or all of UEs in relaying coverage
6. Conclusion
Proposals:
1. A fraction of SC-FDMA symbol duration needs to be reserved as the guard interval to support switching between transmissions and receptions. The exact guard interval length needs to be agreed.

2. Modified PUSCH structure (with GIs) is the most feasible for D2D communication channel

3. D2D UEs in idle mode UE as well as in connected mode should be able to participate in D2D communication to save power consumption.

4. It is suggested to adopt 3-step based D2D broadcast/groupcast approach

· D2D access preamble transmission for scheduling request (msg1)

· D2D access response reception as scheduling grant (msg2)

· D2D broadcast/groupcast message transmission (msg3)

· (Support HARQ operation, i.e. retransmission)(msg4)

5. It is suggested that the concept of clustering and cluster head is introduced especially to support for efficient operation outside network coverage and partial network coverage. 

6. Compact scheduling (e.g. resource coordination, periodicity/offset alignment) by cluster head makes a large contribution to collision avoidance and energy saving. 
7. D2D interference from non-synchronized UEs outside network coverage to UEs inside network coverage can be well-managed by time-synchronizing all of member UEs in a cluster or all of UEs in relaying coverage
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Appendix: Simulation assumptions for clustering evaluation
	Carrier frequency
	700MHz

	The number of UEs
	1,824

	Frequency offset
	0 Hz (not considered)

	Channel model
	D2D outdoor-to-outdoor channel model (agreed in RAN1 reflector)

	Number of antennas
	1 Tx, 2 Rx

	System bandwidth
	10MHz

	CP length
	Normal CP (10 symbols for codeword mapping, 2 symbols for DM RS)

	Number of allocated RBs
	50 RBs

	Modulation
	QPSK

	Coding rate
	1/3

	Traffic model
	Non-full buffer traffic (FTP model 2 with packet size, 0.5 Kbyte / 0.5 Mbyte)

	Clustering 
	Cluster head: random selection from broadcast Tx UE(s)
Cluster range: <-112 dBm

Disjoint clustering of cluster members

Cluster change according to RSRP condition

One broadcast transmission at a time instance (transmission opportunity) in a cluster (if not selected, one subframe delayed and tried again in contention base)

	Packet duration
	1 subframe

	Packet arrival rate
	5ms, 10ms, 5000ms

	Packet size
	0.5 Kbyte, 0.5Mbyte
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