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1. Introduction
This is a revision of 133718. The contribution has been updated with results for non-ideal backhaul. 

Interference mitigation techniques have been evaluated in RAN1 for mitigation of potential severe cross-link interference caused by strong eNB-to-eNB interference couplings. In the context of cross-link interference mitigation RAN1 agreed [1] to enhance the UL power control by introducing the possibility to operate with multiple (at least two) UL power control parameter sets in order to handle DL-to-UL interference mitigation differently from UL-to-UL interference. 
In this contribution we evaluate performance of inter-node coordinated scheduling, referred to as CCIM. Potential signaling support is further discussed in [2].
2. Discussion
2.1. Coordination algorithm 
The intention with the inter-node coordination is to align the UL/DL usage between cells causing strong downlink to uplink interference to each other. This will of course limit the flexibility of the traffic adaptation but may have benefits in terms of better interference control. 

The evaluated algorithm cluster cells that are causing more than 10 dB interference over noise to neighbor cells to each other. From the link distribution in Figure 1, showing the distributions of the eNB-to-eNB interference coupling from the six strongest neighbor cells, it is seen that at 10 dB rise over noise about 45% of the cells operate independently while ~35% coordinate with one single cell, remaining 20% coordinate among 2 or more other cells. 
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Figure 1 eNB-to-eNB interference couplings showing the CDFs of the interference over noise from the strongest interferer down to the 6th strongest interferer.
Each cell computes an uplink/downlink preference based on both buffer status and channel quality, excluding within cluster interference. A scaling factor can be applied to the computed metric to trade uplink versus downlink performance. The preference of each cell carrying traffic in the cluster is weighted together to form a joint decision on uplink/downlink fraction. 
Ideal backhaul is evaluated as well as a non-ideal case with 40 ms backhaul roundtrip time. Evaluation has been done both for the assumption that PDCCH is monitored in all non-scheduled flexible subframes and that coordination can be done continually (D - Dynamic) and that scheduling is only available in subframes dedicated for downlink periodically coordinated and updated every 10 ms (R - Reconfigurable). For the 40 ms delay only the second option (R) is evaluated for obvious reasons. 
Scenario 3, with a pico only deployment, has been evaluated. Further simulation assumptions are given in Appendix. 

2.2. Simulation results

One of the main benefits of coordination is that fairness and resources can be distributed within the network. With CCIM uplink downlink priorities can not only be set for a single cell but also within the cluster. 
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Figure 2 Relative gains in uplink and downlink with different scheduling priorities, ideal backhaul. 
Figure 2 shows the performance of both coordinated and uncoordinated traffic adaptation with different priority settings between uplink and downlink data. It is clear that scheduler settings can have large impact on performance. It is also seen that inter-cell coordination may provide larger flexibility in steering the performance, e.g. the difference between CCIM UL and CCIM DL is larger than the difference between uncoordinated with UL or DL periodization. The difference naturally grows larger with load.
Observation 1: Inter-node coordination can help in balancing uplink versus downlink performance.
 Looking at performance difference between coordinated and uncoordinated we do see a slight penalty on performance due to the loss in flexibility. This becomes even clearer in Figure 3.
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Figure 3 Relative gains in downlink and uplink with enhanced power control or CCIM 


In Figure 3 performance of CCIM is compared to that of enhanced uplink power control. It is seen that for the same downlink performance significantly better uplink performance can be achieved with the already agreed uplink power control. Hence are there in this scenario no spectral efficiency gains to be expected from coordination. 
Observation 2: Internode coordination does not bring spectral efficiency gains in the studied scenario. 

Comparing ideal coordination with 10 ms periodicity no difference is seen for uplink, but some losses of a few percentages are seen for downlink. This is natural since with fast coordination and adaptation “uplink subframes” can be reused for downlink, which is not the case if the uplink/downlink pattern needs to be fixed for a period of time, even as short as 10 ms. 
Observation 3: In CCIM operations, explicit signaling every 10ms degrades the DL performance in comparisons to implicit signaling 
When backhaul latency is introduced a larger performance loss is seen. This is natural since adaptation of the UL/DL resources within the clusters cannot follow the instantaneous traffic in this case. In the simulated scenario the file size is 0.5 Mbyte and the average bitrate at low load is about 20 Mbit/s, Hence with 40 ms adaptation delay ~20% of the transmission will not benefit from adaptation.  

Observation 4: Backhaul delay may significantly decreases the downlink performance with CCIM
3. Conclusion
In this contribution we have evaluated the benefits with inter-node coordination for uplink downlink alignment between coupled cells, CCIM. The feature has been studied in the pico only scenario, i.e. Scenario 3, with both ideal and non-ideal backhaul. The following observations were made: 
Observation 1: Internode coordination can help in balancing uplink versus downlink performance.

Observation 2: Internode coordination does not bring spectral efficiency gains in the studied scenario. 
Observation 3: In CCIM operations, explicit signaling every 10ms degrades the DL performance in comparisons to implicit signaling 
Observation 4: Backhaul delay may significantly decreases the downlink performance with CCIM
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Appendix: Simulation parameters  
Simulation parameters are based on [4], additional details in Table 1. The reference is a static TDD configuration 1, this is compared to a Dynamic TDD without interference mitigation, where Configuration 0 is used as the uplink reference and configuration 2 as the downlink, X0-2. Dynamic TDD is modeled according to [3].

Table 1 Simulation parameters


	Parameters
	Assumptions

	System bandwidth
	10MHz

	eNB antenna configuration
	2Tx, 2Rx

	UE antenna configuration
	1Tx, 2Rx

	Reconfiguration time scale 
	According to [3]. 4-7ms

	Traffic model
	· FTP model 1 in TR36.814
· Fixed size of 0.5Mbytes 

· 2:1 downlink:uplink traffic

	Link adaptation
	MCS selection with 10% BLER target

	Packet drop time
	Modeled according to 36.814 (i.e. 8s for 0.5MB)

	Downlink/uplink receiver type
	MMSE for both downlink and uplink

	Small scaling fading channel
	ETU for UE-eNB and UE-UE

Not modeled for eNB-eNB

	DL/UL CSI feedback
	CSI PUCCH format 1-1 every 10ms, rank every 40 ms
Sounding every 10 ms

	Control channel and reference signal overhead
	· DL

· Overhead for PDCCH: 2 OFDM symbols

· 2 CRS ports

· UL

Overhead for UL DM-RS: 2symbols per subframe
Sounding: 1 symbol per frame 

	Channel estimation
	Ideal

	Scheduler
	Proportional fair
SR-period - 10 ms

	HARQ modeling
	According to [3].



