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1
Introduction

This document presents a TCP over HSPA latency and coverage analysis for the S-UMTS N=2 and N=4 time dilation solution.
The latency analysis shows that the total RTT value for both S-UMTS N=2 and N=4 HSPA networks is expected to be ≤ 100 ms. In general, a total RTT value ≤ 100 ms is not noticeable to the end user for the vast majority of TCP/IP applications.
The coverage analysis shows that the HS-DSCH coverage is the same for normal UMTS and S-UMTS N=2 and N=4 when the S-UMTS N=2 and N=4 HS-DSCH transmit power allocations are 1/N of normal UMTS.
2
TCP Operation
The majority of applications on the Internet use the Transmission Control Protocol (TCP) [1]. TCP is an end-to-end protocol that controls the rate at which packets from a given source are injected into the network (i.e., flow control), aiming to maximize the performance of the network.
TCP is a complex protocol with a number of different variants, options and other configurable parameters. Each TCP variant possesses some special criteria. For example, the baseline TCP variant has become known as Tahoe TCP. Tahoe TCP refers to TCP with the Slow-Start, Congestion Avoidance, and Fast Retransmit algorithms. Reno TCP [2] refers to the Tahoe TCP algorithms plus Fast Recovery. NewReno TCP [3] avoids some of Reno TCP's performance problems when multiple packets are dropped from a window of data.
2.1


Reno and NewReno TCP

Reno TCP is one of the most widely adopted TCP variants. It has four transmission phases: slow start, congestion avoidance, fast recovery, and fast retransmit. Reno TCP maintains two variables, the congestion window size cwnd, which is initially set to be 1 maximum segment size (MSS), and the slow start threshold ssthresh. At the beginning of a TCP connection, the sender enters the slow start phase, in which cwnd is increased by 1 MSS for every ACK received; thus, the TCP sender’s cwnd grows exponentially in round-trip times (RTTs). When cwnd reaches ssthresh, the TCP sender enters the congestion avoidance phase. Reno TCP employs a sliding-window-based flow control mechanism allowing the sender to advance the transmission window linearly by one segment upon reception of an ACK, which indicates the last in-order packet received successfully by the receiver. When packet loss occurs at a congested link due to buffer overflow at an intermediate router (e.g., the Node B or RNC), either the sender receives duplicate ACKs (DUPACKs), or the sender’s retransmission timeout (RTO) timer expires. These events activate Reno TCP’s fast retransmit and recovery, by which the sender reduces the size of its congestion window cwnd to half and linearly increases cwnd as in congestion avoidance, resulting in a lower transmission rate to relieve the link congestion.
The fast recovery algorithm of Reno TCP takes care of a single packet drop within one window. After one lost packet is recovered, Reno TCP terminates the fast recovery mechanism. Due to the nature of wireless networks, correlated errors may induce multiple packet drops. Therefore, the Reno TCP scheme would be forced to invoke multiple fast recovery procedures back and forth, slowing down recovery of the lost packet.

New Reno TCP modifies the fast recovery mechanism of Reno TCP to cope with multiple losses from a single window; this is one of the characteristics of wireless networks, where a fading channel may cause contiguous packet loss. In New Reno TCP the fast recovery mechanism does not terminate until multiple losses, indicated by the reception of partial ACKs, from one window are all recovered.
2.2


TCP Window Field and Maximum TCP Throughput
Figure 1 illustrates the TCP header format [1].
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Figure 1 TCP header format

The Window field is 16 bits long which limits the maximum amount of data that a receiving host is willing to accept to 65,535 bytes. In steady-state, the maximum throughput of TCP can be determined as follows:
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where maxWindowreceive is the maximum TCP receive window size and RTT is the round trip time of the TCP connection. For an RTT of 100 ms, maxWindowreceive limits the throughput of TCP to ≈ 5.24 Mbps.

2.2.1
TCP Window Scale Option

In order to realize a larger maximum TCP throughput, the TCP stack on an application servers and UE must use the TCP Window Scale option [4].

The TCP Window Scale option is used in order to realize a larger maximum TCP receive window size using a window scale value ranging from 0 (no shift) to 14. The TCP Window Scale option allows the maximum TCP receive window size to be increased from 65,535 bytes to 65,535 bytes × 214 ≈ 1 Gigabyte.
2.3


TCP Sender and Receiver Socket Buffer Sizes
An appropriate size for the socket buffer at the sender and receiver of a TCP transfer needs to be determined for each application that uses TCP as a transport layer protocol.

The two socket buffers (or, at a minimum, the smaller of the two) should be sufficiently large so that the TCP transfer can fully utilize the normal UMTS or S-UMTS N=2 and N=4 air-interfaces (which are the bottleneck link since the Iub, Iu-ps, and Gp/Gn interfaces can be expected to utilize high-speed networks (e.g., Gigabit Ethernet technology)). 
The Bandwidth-Delay Product (BDP) determines the maximum amount of data that can simultaneously be in transit between the sender and receiver and is given by:
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where BW is the bandwidth of the radio access bearer (i.e., the radio access bearer data rate) and RTT is the round trip time of the TCP connection.

If the size of the smaller of the two socket buffers is less than the BDP, then the TCP connection will underutilize the normal UMTS or S-UMTS N=2 and N=4 air-interfaces. If it is more than the BDP, then the TCP connection will overload the normal UMTS or S-UMTS N=2 and N=4 air-interfaces.
2.3.1
Congestion-Limited and Buffer-Limited TCP Transfer
TCP is window-controlled in the sense that a sender is allowed to have up to a certain number of transmitted but unacknowledged bytes (known as the sender window) at any time. The sender window is limited by:
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where swnd is the sender window, cwnd is the congestion window, rwnd is the receiver window advertised by the receiver and bsender is the size of the sender socket buffer. The receiver window is the amount of the available receiver socket buffer memory at the receiver which is limited by the receiver socket buffer size, breceiver. Therefore, the sender window of a TCP transfer is limited by:
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where
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If the sender window is limited by cwnd, then the TCP transfer is congestion-limited; otherwise, if the sender window is limited by the smaller of the two socket buffers, then the TCP transfer is buffer-limited. A TCP transfer can be congestion-limited or buffer-limited at different periods of time during the lifetime of the TCP connection.

If RTT is the TCP connection’s round trip time, then the TCP transfer throughput is:
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where RTT can vary with swnd because of queuing delays due to the TCP transfer itself.
3
Latency Analysis

The S-UMTS time dilation solution reuses the UMTS FDD physical layer specifications. The only physical layer change in the S-UMTS time dilation solution is the lower chip rate which is 1/N of the normal UMTS chip rate of 3.84 Mcps. For example, in a 2.5 MHz channel bandwidth (referred to as S-UMTS N=2), the chip rate is reduced by a factor of 2 relative to normal UMTS to 1.92 Mcps. The time related physical layer parameters in the S-UMTS time dilation solution are scaled accordingly (i.e., dilated N times relative to normal UMTS). For example, in the case of HSDPA, for S-UMTS N=2 the TTI length is increased from 2 ms to 4 ms while maintaining the same spreading factor on the channelization codes (i.e., HSDPA SF = 16 for both the S-UMTS time dilation solution and normal UMTS) [5]. These longer TTI values for the S-UMTS time dilation solution increase the RTT of a TCP connection relative to normal UMTS as discussed below.
3.1


HSPA RTT

Figure 2 illustrates the HSPA network architecture including its various delay components.
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Figure 2 HSPA network architecture with various delay components
Table 1 provides an estimate of RTT values for normal UMTS and S-UMTS N=2 and N=4 HSPA networks [6]. Note that for the S-UMTS N=2 and N=4 time dilation solution, only the air interface RTT delay component is increased relative to normal UMTS.
Table 1 Estimated RTT values for normal UMTS and S-UMTS N=2 and N=4 HSPA networks

	HSPA network type
	Air-interface RTT delay
	Backhaul RTT delay (NOTE2)
	Core Network RTT delay (NOTE2)
	Internet backbone RTT delay (NOTE2)
	Total RTT delay

	Normal UMTS
	18 ms
	10 ms
	10 ms
	5 ms
	43 ms

	S-UMTS N=2
	36 ms (NOTE1)
	10 ms
	10 ms
	5 ms
	61 ms

	S-UMTS N=4
	72 ms (NOTE1)
	10 ms
	10 ms
	5 ms
	97 ms


NOTE1: Value is N × 18 ms.
NOTE2: Larger RTT delays can be observed in commercial networks (e.g. in case of high load, but typically this is due to congestion (or limited performance) in the backhaul, Core Network/Internet backbone segments). In such cases the overall impact of the S-UMTS time dilation solution (only affecting the air interface portion) is even more negligible.
Figure 3 illustrates an example of TCP operation with no segment loss. Small RTT values speed up both the synchronization and slow start/congestion avoidance phases (see Section 2.1 of this document for description of these phases for Reno and NewReno TCP). This improves the end user experience because the shorter the synchronization and slow start/congestion avoidance phases are, then the sooner the maximum bit rate of the TCP connection can be used. During the steady-state phase, the RTT value does not affect performance as long as the transmitter buffer size is large enough to keep all of the unacknowledged packets (that are still in the network) stored in its memory. As can be seen from Figure 3, it takes a couple of RTTs before the steady-state phase (i.e., maximum bit rate) is reached. With total RTT values typically less than 100 ms, the end user does not, in general, notice any effects of the synchronization and slow start/congestion avoidance phases. While it is true that keeping the total RTT value as small as possible is obviously a good thing, the impact on the end user experience is limited for the vast majority of TCP/IP applications [7].
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Figure 3 TCP operation with no segment loss
4
Coverage Analysis

An important physical layer aspect of the S-UMTS time dilation solution is that the power spectral density (PSD) of S-UMTS in both the downlink and uplink is assumed to be the same as normal UMTS. Consequently, since the S-UMTS bandwidth is 1/N of normal UMTS, the total transmit power of S-UMTS is also 1/N of normal UMTS [5]. This results in the same downlink and uplink coverage for the S-UMTS time dilation solution in relation to normal UMTS (i.e., the link budget maximum path losses Lmax_path are the same).
The focus of this document is on the downlink coverage analysis (i.e., HSDPA). Similar results can be obtained for the uplink (i.e., HSUPA); however, an uplink coverage analysis was not included in this document for conciseness reasons.
4.1


HS-DSCH Transmit Power Allocation

The downlink common control channel transmit power allocations for normal UMTS used in the coverage analysis are shown in Table 2 [8]. For S-UMTS N=2 and N=4 time dilation solution, the transmit power allocations in Table 2 are 1/N of the normal UMTS values. For simplicity, it is assumed that the base station S-UMTS power amplifier is not shared with an existing base station UMTS power amplifier.
Table 2 Typical DL CCCH transmit power allocations for normal UMTS

	DL CCCH
	Relative to CPICH
	Activity
	Average power allocation with 20 W (43 dBm) maximum transmit power for the cell
	Percentage of total transmit power

	CPICH
	0 dB
	100%
	2 W (33 dBm)
	10%

	P-SCH
	-3 dB
	10%
	0.1 W (20 dBm)
	0.5%

	S-SCH
	-3 dB
	10%
	0.1 W (20 dBm)
	0.5%

	P-CCPCH
	-5 dB
	90%
	0.6 W (27.8 dBm)
	3%

	PICH
	-8 dB
	100%
	0.3 W (24.8 dBm)
	1.5%

	AICH
	-8 dB
	100%
	0.3 W (24.8 dBm)
	1.5%

	Total DL CCCH transmit power (calculated by summing the transmit power allocations of all DL CCCHs)
	
	
	3.4 W (35.3 dBm)      (NOTE1)
	17%


NOTE1: It is assumed that the F-DPCH transmit power allocation is included in the total DL CCCH transmit power value.
In order to determine PtHS-DSCH, a value for (Ec/Ior)HS-SCCH must be derived. Using the minimum performance specification [9], we get:


(Ec/Ior)HS-SCCH = -9 dB

Therefore, PtHS-SCCH can be determined as follows:



PtHS-SCCH = PtHS-SCCH+HS-DSCH – (Ec/Ior)HS-SCCH =
· 42.2 dBm – 9 dB = 33.2 dBm or 2.1 W (for normal UMTS)
· 39.2 dBm – 9 dB = 30.2 dBm or 1.05 W (for S-UMTS N=2)

· 36.2 dBm – 9 dB = 27.2 dBm or 0.525 W (for S-UMTS N=4)

where 



PtHS-SCCH+HS-DSCH =

· 20 W – 3.4 W = 16.6 W or 42.2 dBm (for normal UMTS)

· 10 W – 1.7 W = 8.3 W or 39.2 dBm (for S-UMTS N=2)

· 5 W – 0.85 W = 4.15 W or 36.2 dBm (for S-UMTS N=4)

Consequently,



PtHS-DSCH =

· 16.6 W – 2.1 W = 14.5 W or 41.6 dBm (for normal UMTS)
· 8.3 W – 1.05 W = 7.25 W or 38.6 dBm (for S-UMTS N=2)

· 4.15 W – 0.525 W = 3.625 W or 35.6 dBm (for S-UMTS N=4)
4.2


HS-DSCH Link Budget

For a given user data rate, the HS-DSCH maximum Lmax_path allowable path loss can be calculated from the Effective Radiated Power (ERPHS-DSCH), the Receive sensitivity (Rxsens), the received attenuation and gain (Rxgain+loss), and the propagation components (Propagationgain+loss) using Equation 1:



Lmax_path = ERPHS-DSCH – Rxsens + Rxgain+loss + Propagationgain+loss 
(1)

where



ERPHS-DSCH = PtHS-DSCH + Gtant
Rxsens = kT + NF + (Eb/Nt)req + 10log10 (Rb), where Rb = HS-DSCH user data rate
NOTE: In order to simplify the coverage analysis, the following is assumed in every 2 ms TTI: (1) a single HS-PDSCH channelization code is used; (2) Rb = 160 kbps for normal UMTS, 80 kbps for S-UMTS N=2, and 40 kbps for S-UMTS N=4.



(Eb/Nt)req = (Ec/Ior)HS-DSCH + 10log10 (Rc/Rb), where Rc = chip rate

The HS-DSCH link budget assumptions and results for Lmax_path are shown in Table 3. The Lmax_path results (shown in the last row of the table) indicate that HS-DSCH coverage is the same for normal UMTS, S-UMTS N=2, and S-UMTS N=4 when the HS-DSCH transmit power PtHS-DSCH of S-UMTS N=2 and N=4 is 1/N of normal UMTS. Note that there may be additional time diversity gain due to the S-UMTS time dilation solution and this can be verified in a future contribution.

Table 3 HS-DSCH link budget assumptions and results
	Reference
	Description
	Value
	Units

	a
	PtHS-DSCH              (NOTE1)
	41.6 (normal UMTS)
	38.6   (S-UMTS N=2)
	35.6   (S-UMTS N=4)
	dBm

	b
	Gtant
	17.0
	dBi

	c
	kT
	-174.0
	dBm/Hz

	d
	NF
	9.0 (NOTE2)
	dB

	e
	(Ec/Ior)HS-DSCH
	-1.4 (NOTE3)
	-1.4 (NOTE3)
	-1.4 (NOTE3)
	dB

	f
	10log10 (Rb)
	52.0 (normal UMTS)
	49.0    (S-UMTS N=2)
	46.0    (S-UMTS N=4)
	dB-Hz

	g
	10log10 (Rc/Rb)
	13.8 (normal UMTS) (NOTE4)
	13.8   (S-UMTS N=2) (NOTE4)
	13.8   (S-UMTS N=4) (NOTE4)
	dB

	h
	Rxgain+loss
	0.0 (NOTE2)
	dB

	i
	Propagationgain+loss
	-29.2 (NOTE2)
	dB

	j
	Lmax_path
(calculated using Equation 1)

j = a + b - (c + d + e + f + g) + h + i
	130.0
	130.0
	130.0
	dB


NOTE1: In order to simplify the coverage analysis, it is assumed that the entire PtHS-DSCH is allocated to the UE.
NOTE2: Value taken from [10].

NOTE3: (Ec/Ior)HS-DSCH = PtHS-DSCH – Ptmax_cell = 

· 41.6 dBm – 43.0 dBm = -1.4 dB (for normal UMTS)

· 38.6 dBm – 40.0 dBm = -1.4 dB (for S-UMTS N=2)

· 35.6 dBm – 37.0 dBm = -1.4 dB (for S-UMTS N=4)
NOTE4:

· Rc = 3.84 Mcps and Rb = 160 kbps (for normal UMTS)

· Rc = 1.92 Mcps and Rb = 80 kbps (for S-UMTS N=2)

Rc = 0.96 Mcps and Rb = 40 kbps (for S-UMTS N=4)

5
Conclusions

In this document a TCP over HSPA latency and coverage analysis for the S-UMTS N=2 and N=4 time dilation solution was presented.
Furthermore, it was demonstrated that the total RTT value for both S-UMTS N=2 and N=4 HSPA networks is expected to be ≤ 100 ms. In general, a total RTT value ≤ 100 ms is not noticeable to the end user for the vast majority of TCP/IP applications.
Also, a preliminary HS-DSCH link budget analysis was provided for normal UMTS and S-UMTS N=2 and N=4 which demonstrated that the HS-DSCH coverage is the same for normal UMTS and S-UMTS N=2 and N=4 when the S-UMTS N=2 and N=4 HS-DSCH transmit power allocations are 1/N of normal UMTS. Similar results can be obtained for the uplink by performing an E-DCH link budget analysis; however, an E-DCH link budget analysis was not included in this document for conciseness reasons.
Based upon the results of the HSPA latency and coverage analysis presented in this document, it can be concluded that the S-UMTS N=2 and N=4 time dilation solution provides a TCP over HSPA performance that is comparable to that of normal UMTS.
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� For simplicity, a single HS-SCCH is assumed in the coverage analysis; however, the number could be changed to reflect multiple HS-SCCH channels to enable HS-PDSCH transmission to multiple UEs concurrently.


� In practice, the number of HS-DSCH channelization codes and HS-DSCH user data rate are selected independently for each TTI by the Node B based on UE CQI reporting and Node B scheduling algorithms.
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