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1. Introduction
Initial discussion for evaluation in the study item entitled “Study on Network Assisted Interference Cancellation and Suppression (NAICS) for LTE” has started in RAN1#72bis, where most of the systems evaluation assumptions have been agreed [1]. In particular, the non-full buffer FTP model 1 has been agreed as the baseline traffic model for evaluation. 
Loading and resource utilization under the FTP model 1 remains to be agreed:
	Resource utilization factor
	For RAN1: Refer to “performance metric" in SCE evaluation assumptions. FFS: Need to define some reference loading levels (e.g., "high" loading)
(Note: RAN4 can take into account different loading levels when deriving interference profiles)


Resource utilization (RU) has been defined in A.2.1.3.2 of [2], as

Resource utilization = Number of RB per cell used by traffic during observation time / Total number of RB per cell available for traffic over observation time

However deriving the packet arrival process to achieve a specific traffic load is not straightforward under the FTP model 1. The queuing model is not standard M/G/1 in general because the service rate is not independent on the arrival process (higher packet arrival rate results in higher interference, which lowers throughput and increases packet service times). Hence in this contribution, we present observations and recommendations about loading levels based on simulation data.
2. Definition of Traffic Load 

In the agreed FTP model 1, users are created for each packet and removed once packet has been sent.
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Figure 1. Traffic generation of FTP Model 1
With a packet size of 0.5Mbytes=4Mbits, it will take ~200 subframes to transmit assuming an average spectral efficiency of 2b/s/Hz for a 10MHz system. As a result, we observe that interference cells are often occupying all PRBs or not transmitting at all, depending on the packet arrival at the target cell. Hence an ON/OFF modelling of the interference cell seems appropriate.
Under this model, we define load as the probability that a cell is transmitting,
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where P0 is the probability that there are no packet arrival (active users) in the cell.
We assume if there is an active user (packet), the scheduler allocates all available PRBs required to transport the remaining data. For reasonable packet size assumptions, transmission usually spans several subframes. Hence, if a cell transmits in a subframe, it is likely that all the PRBs are utilized, except for the last subframe. We can loosely approximate the load by the resource utilization factor defined above.
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Hence in the following sections, we present R.U. maps for different packet arrival rates. 
In general, non full buffer traffic will result in more dynamic interference characteristics/profiles across subframes. In other words, there can be more significant interferers on some subframes than others, and SINR also varies more dynamically. Different loading affects the overall SINR level and its variation over subframes. But conditioned on a certain SINR, similar interference profile (i.e., number  and relative power) may be observed [7]. 

Proposal #1: It is useful to study multiple loading levels (e.g., low/medium/high) that result in a time-varying interference profiles.
3. Loading for Homogeneous network (Scenario 1)

In the following, we present resource utilization maps for different packet arrival rates for Scenario 1 (homogeneous network) agreed in [1]. For easy reference, we also plot the average RU levels over subframes. For each simulation, file-size of 0.5Mbytes is used.
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Figure 2. Resource Utilization Map and average RU vs time for (=1.0
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Figure 3. Resource Utilization Map and average RU vs time for (=2.5
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Figure 4. Resource Utilization Map and average RU vs time for (=3.0
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Figure 5. Resource Utilization Map and average RU vs time for (=4.0

Based on the above RU maps, we observe the following:

· As packet arrival rate increases, average packet service time also increases. This is due to increased interference (hence reduced spectral efficiency) as the network becomes more loaded.

· For higher packet arrival rates, the system takes a longer time to reach steady state. We should evaluate the interference profile after the system has stablized.

· For high loading scenario the interference environment looks similar to full-buffer traffic, i.e. with static 100% loading. 

Based on these observations we recommend the following:

Proposal #2: A load factor of 10% under FTP model 1 is representative of a typical “low” interference profile in scenario 1.   

Proposal #3: A load factor of 50% under FTP model 1 is representative of a typical “medium” interference profile in scenario 1.   
Proposal #4: Full-buffer traffic model shall be used to evaluate “high” interference profile in scenario 1.

4. Conclusion 
In this document, we present our observation based on empirical data for evaluating the loading requirement for the NAICS SI, with the following recommendations:
Proposal #1: It is useful to study multiple loading levels (e.g., low/medium/high) that results in a time-varying interference profiles.

Proposal #2: A load factor of 10% under FTP model 1 is representative of a typical “low” interference profile in scenario 1.   

Proposal #3: A load factor of 50% under FTP model 1 is representative of a typical “medium” interference profile in scenario 1.   

Proposal #4: Full-buffer traffic model shall be used to evaluate “high” interference profile in scenario 1.
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