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1
Introduction
In RAN1 #70bis meeting, a concept of eREG group in which four eREGs are grouped and a specific eREG indexes in an eREG group are always grouped together to form an eCCE as captured below [1]:
Agreement:

· eREGs are grouped eREG group #0 {eREG#0,4,8,12}, eREG group #1 {eREG#1,5,9,13}, eREG group #2{eREG#2,6,10,14}, eREG group #3 {eREG#3,7,11,15} in EPDCCH set regardless of distributed EPDCCH set or localized EPDCCH set.

· When an eCCE is formed by 4 eREGs, an eCCE is formed by an eREG group.

· When an eCCE is formed by 8 eREGs, an eCCE is formed by two eREG groups.

· two eREG groups are eREG group #0/2 and eREG group #1/3

Note that in the distributed case the EREGs are located as much as possible in different PRB pairs – precise wording to be prepared offline.

Note that the concept of EREG group is not needed in the specification, e.g. as follows:

· When an eCCE is formed by 4 eREGs, eREGs are grouped eREG group #0 {eREG#0,4,8,12}, eREG group #1 {eREG#1,5,9,13}, eREG group #2{eREG#2,6,10,14}, eREG group #3 {eREG#3,7,11,15} in EPDCCH set regardless of distributed EPDCCH set or localized EPDCCH set.

· When an eCCE is formed by 8 eREGs, eREGs are grouped eREG group #0 {eREG#0,2,4,6,8,10,12,14}, eREG group #1 {eREG#1,3,5,7,9,11,13,15}, regardless of distributed EPDCCH set or localized EPDCCH set.

From the agreements, it seems to be clear that how to group eREGs to form localized eCCE since all eREGs for a specific localized eCCE should be within a PRB-pair. However, it is still unclear how to group eREGs to form a distributed eCCE as the eREGs for distributed eCCE are located over two or more PRB-pairs within an EPDCCH set. Therefore, in this contribution, the remaining eCCE-to-eREG mapping rules for distributed EPDCCH will be discussed to finalize EPDCCH resource definition in Rel-11.
2
eCCE-to-eREG mapping for distributed EPDCCH
It has been agreed that up to two EPDCCH sets may be configured for a Rel-11 UE and each EPDCCH set individually configured with 2, 4, or 8 PRB pairs. Since an eCCE for the distributed EPDCCH is distributed over multiple PRB-pairs within the EPDCCH set, the eCCE-to-eREG mapping rule should be defined for 2, 4, and 8 PRB pair cases, respectively.
Since the distributed EPDCCH has been introduced to exploit frequency diversity gain, it seems to be straightforward to group eREGs distributed over as many PRB-pairs as possible so that up to diversity order 4 could be achieved even with aggregation level 1.

N=2 (two PRB-pairs are configured for an EPDCCH set)

As two PRB-pairs are only available within an EPDCCH set, 4 or 8 eREGs may be equally divided to two PRB-pairs. For instance, if 4 eREGs are grouped to form an eCCE, the first and second eREGs are located in the first PRB-pair and the other eREGs are located in the second PRB-pair. Alternatively, the first and third eREGs are located in the first PRB-pair and the rest eREGs are located in the second PRB-pair. However, there seems to be no strong motivation to choose one between two alternatives.

Proposal-1: number of eREGs are equally divided for N PRB-pair if number of eREGs are larger than N.

Assuming that consecutive eCCE indexes are aggregated when AL>1, it seems to be adequate to minimize blocking probability of localized eCCE considering that two EPDCCH sets can be overlapped with the set configuration {KL=1, KD=1}. Therefore, the eCCE index number could be increased within the first eREG groups in multiple PRBs and then use another eREG groups. For example, if two PRB-pairs are configured for an EPDCCH sets, there will be two eREG group #0 such as {eREG(0,i), eREG(4,i), eREG#(8,i), eREG#(12,i)}, i=0,1, where i denotes i-th PRB-pair configured for an EPDCCH set. Hence, eCCE#0 and eCCE#1 may be defined as following:
· eCCE#0 = {eREG(0,0), eREG(4,0), eREG(8,1), eREG(12,1)}

· eCCE#1 = {eREG(8,0), eREG(12,0), eREG(0,1), eREG(4,1)}

By keeping this rule, the localized eCCE blocking from distributed eCCE may be reduced when a subset of distributed eCCEs is only used.

Proposal-2: eCCE index number is increased within the eREG groups first in all PRB-pairs in a set .

N=4 (four PRB-pairs are configured for an EPDCCH set)

In the case that 4 eREGs are grouped, it seems to be quite straightforward to group one eREG per PRB pair to achieve diversity order 4 even for aggregation level one. Also for the 8 eREGs, the same rule for N=2 may be applied so that 8 eREGs are equally divided for 4 PRB-pairs, thus two eREGs per PRB-pair.
Also, the eCCE index number could be increased within the eREG groups first in all PRB-pairs configured for an EPDCCH set in order to minimize the localized eCCE blocking from distributed eCCE. For example, the eCCEs may be defined as following if N=4 and 4 eREGs are grouped for an eCCE:
· eCCE#0 = {eREG(0,0), eREG(4,1), eREG(8,2), eREG(12,3)}

· eCCE#1 = {eREG(0,1), eREG(4,2), eREG(8,3), eREG(12,0)}

· eCCE#2 = {eREG(0,2), eREG(4,3), eREG(8,0), eREG(12,1)}

· eCCE#3 = {eREG(0,3), eREG(4,0), eREG(8,1), eREG(12,2)}
N=8 (eight PRB-pairs are configured for an EPDCCH set)

As similar with the other cases, the eREGs for an eCCE may be distributed over as many PRB-pair as possible. Since N is larger than or equal to the number of eREGs used to form an eCCE, 4 or 8 eREGs within eREG group may be distributed over different PRB-pair always. Therefore, eCCE-to-eREG mapping rule may be simple for this case.

However, the eCCE indexing seems to be a little bit controversial in this case due to the localized eCCE blocking issue. Assuming that consecutive eCCE indexes are aggregated when AL>1, two consecutive eCCEs may be located over either 4 or 8 PRB-pairs according to the eCCE-to-eREG mapping rule., for instance. Two alternatives for eCCE indexing for N=8 have been discussed so far as:
· Alt-1: eCCE index number is increased within 4 PRB-pairs first and then use another 4 PRB-pairs.
· Alt-2: eCCE index number is increased within the eREG groups in all PRB-pairs configured first.

Considering that distributed EPDCCH relies on frequency diversity gain and it needs to be used as a fall-back transmission as well, the performance of distributed EPDCCH should be prioritized high than the others. Therefore, although gain from diversity order 8 over 4 may not be significant, it seems to be appropriate to provide better diversity gain for higher aggregation level. Also, the lowering localized eCCE blocking probability when distributed ePDCCH and localized ePDCCH are overlapped may be considered as minor cases.

Proposal-3: a distributed EPDCCH is transmitted over 8 PRB-pairs when AL>1.
3
Conclusions

In this contribution, we discussed on the remaining eCCE-to-eREG mapping issues. From the discussions, we propose followings:
Proposal-1: number of eREGs are equally divided for N PRB-pair if number of eREGs are larger than N.

Proposal-2: eCCE index number is increased within the eREG groups in all PRB-pairs configured first.

Proposal-3: a distributed EPDCCH is transmitted over 8 PRB-pairs when AL>1.
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