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1. Introduction

This contribution discusses the search space function for determining the locations of the blind decoding candidates within the PRB pairs configured for EPDCCH.

We take as a starting point the search space design for single carrier operation of PDCCH in Release 10. For the single carrier case the CCEs corresponding to different candidates for blind decoding are given by the following function:  
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Here 
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 is aggregation level, m is the candidate and 
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 is the total number of CCEs for subframe 
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2. Discussion 
Equations (1) and (2) could in principle be applied directly for distributed EPDCCH, where 
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becomes the number of eCCEs corresponding to the PRB pairs configured for a given EPDCCH set.

However this is certainly not appropriate for localized EPDCCH, and as noted elsewhere [e.g. 1,2] it is highly desirable that the PRB pairs for localized EPDCCH are distributed across the frequency domain and that different candidates for the same aggregation level are also distributed among those PRB pairs. This allows effective frequency domain scheduling in frequency selective channels. This can be achieved by modifying equation (1) as follows:
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Here the offset 
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 should be designed to ensure that consecutive blind decoding candidates are located in different PRB pairs. A suitable function would be: 
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where 
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is the number of eCCEs per PRB pair, which would be 2 or 4.  If 
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is the number of PRBs per EPDCCH set, then
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. It is noted that the number of PRBs per set could thus be smaller than the number of candidates. As an example if there are N = 4 PRB pairs per set, 
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 for simplicity, the indices for the EPDCCH candidates for L=1 are {0, 4, 8, 12, 16, 20} respectively, where the 5th and 6th indices are larger than the total number of potential EPDCCH candidates. If a modulo function is applied, the wrapped indices of 5th and 6th EPDCCH candidates will be the same as that of 1st and 2nd candidates. To avoid such collision, an additional offset should be added such as:  

[image: image16.wmf]é

ù

ë

û

N

m

N

m

L

N

O

eCCEperPRB

k

L

m

/

)

,

mod(

/

,

,

+

´

=



(5)
The 5th and 6th indices are now {1, 5} respectively. As another example, if aggregation level is L = 2, the indices of the first eCCE of 6 possible candidates (again assuming
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) are now {0, 4, 8, 12, 2, 6}. A similar solution is proposed in [2].
Proposal 1: For localized EPDCCH the search space function should place different blind decoding candidates in different PRB pairs as far as possible.

In the case of two EPDCCH sets of the same type (i.e. localized/distributed) and same number of PRB pairs, one possible configuration would be to overlap the sets in the frequency domain. In such a case it would be desirable that candidates in different sets but with same aggregation level are located in different eCCEs. This could be partly achieved on a pseudo random basis with independent generation of Yk, or alternatively applying an offset in equ (3) which differs between the different sets. For example, with the number of candidates in the first set being M1L, then the candidates for the second set could be obtained using a function such as the following:    
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Proposal 2: For localized EPDCCH the search space function should place the same blind decoding candidates from different sets in different PRB pairs and different ECCEs as far as possible.

Since the separation of adjacent candidates in the search space domain has a beneficial effect on blocking between different aggregation levels, it would be advantageous to also use the search space function for localized EPDCCH for distributed EPDCCH. 
Proposal 3: The localized EPDCCH the search space function designed according to proposal 1 should also be used for distributed EPDCCH.
The above discussion considers the single carrier case. For cross-carrier scheduling, then some extensions would need to be applied, such discussed as in [3].  

3. Conclusions 
From the above discussion we offer the following proposals:-

Proposal 1: For localized EPDCCH the search space function should place different blind decoding candidates in different PRB pairs as far as possible.

Proposal 2: For localized EPDCCH the search space function should place the same blind decoding candidates from different sets in different PRB pairs and different ECCEs as far as possible.

Proposal 3: The localized EPDCCH the search space function designed according to proposal 1 should also be used for distributed EPDCCH.
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