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1
Introduction

There was an agreement at RAN1#68 to restrict the maximum number of bits that can be received on PDSCH in a TTI:
· E-PDCCH messages span both first and second slots with a restriction on the maximum number of TrCH bits receivable in a TTI (to allow a relaxation of the processing requirements for the UE). 

· Details of how and when to restrict the maximum number of TrCH bits receivable in a TTI are FFS (for example when RTT > 100us (FFS) or according to UE capability (FFS))

Since RAN1#68, various views and proposals have been put forward relating to how this agreement can be implemented. 
The eNodeB needs to make efficient use of the LTE resource. The eNodeB can improve the efficiency of LTE resource utilisation by:

· Choosing an optimal MCS for the PDSCH in order to achieve a desired PDSCH BLER target.

· Choosing an appropriate aggregation level and power to apply to PDCCH in order to achieve a desired PDCCH BLER target. A similar choice would be made for the aggregation level of the ePDCCH.
Some potential methods of restricting the maximum transport block size that a UE needs to decode can negatively impact eNodeB operation. This document explores the impacts on the eNodeB’s ability to control the MCS applied to the PDSCH and its ability to control the aggregation level applied to the PDCCH or ePDCCH.

2
PDSCH Rate Control
The algorithm that is used to choose an MCS to apply to transmissions on PDSCH is implementation dependant and is hence not specified by 3GPP. In the simplest case, the MCS that is applied to PDSCH is derived directly from CQI reports from the UE. This simple method does not allow the BLER target to be achieved across a range of channel types and UE implementations; it also does not cater for BLER targets other than 10% (where operation with a BLER ( 10% is part of the specified definition of the UE reported CQI value).
Hence a typical eNodeB rate control implementation would implement some sort of outer loop functionality that aims to achieve the PDSCH BLER target. Input parameters to this rate control function would typically include CQI reports from the UE, ACK / NACK indications received by the eNodeB and the BLER target. Figure 1 illustrates a generic rate control function that might be implemented at the eNodeB. The details of an actual implementation could differ from this abstracted figure, but the general mode of operation illustrated therein is considered to be reasonable. 
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Figure 1 – Generic PDSCH rate control function

The outer loop rate control function provides some form of scaling factor, CQI, to the CQI that is decoded from the PUCCH or PUSCH. This scaling factor would respond in the following way:

· When there are more NACKs than appropriate for the given BLER target, the scaling factor is reduced. In this case the rate control function interprets the CQI pessimistically and PDSCH are scheduled using a lower MCS than are indicated by the CQI.

· When there are more ACKs than appropriate for the given BLER target, the scaling factor is increased. In this case, the CQI is interpreted optimistically and PDSCH are scheduled with more aggressive MCS than are indicated by the CQI.
Conceptually, the relationship between the frequency of NACKs and the outer loop scaling factor that is applied is as shown in Figure 2.
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Figure 2 – Relationship between NACK frequency and outer loop scaling factor
In order to effectively schedule an MCS, the outer loop rate control function needs to know that changing the MCS (either pessimistically or optimistically) will have an effect on the ACK / NACK reports being returned from the UE. Specifically, if NACKs are returned from the UE due to processing limitations, the outer loop rate control function will reduce the scaling factor, CQI,   and hence the MCS applied, but this will have no effect on the ACK / NACK reports returned from the UE. The effect will be that the scaling factor, CQI, and the MCS applied will be driven lower until the MCS is so low that the scheduler has to start scheduling transport block sizes that are less than the transport processing limitation in the UE. At this stage, the UE will signal ACK to the eNodeB and the outer loop rate control function will reach stability (but at an MCS that is lower than the SINR conditions on PDSCH should naturally be able to support). Figure 3 illustrates the mechanism by which a lower stable MCS is reached when the UE reports NACK to the eNodeB due to processing limitations rather than due to the noise / interference (where the probability of a NACK is a function of the SINR and MCS applied). 
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Figure 3 – Mechanism that causes eNodeB to reduce MCS scheduled to UE when UE transmits NACKs to eNodeB due to processing limitations rather than noise / interference
The MCSs at which the rate control outer loop would reach stability when category 1 UEs with processing limitations are scheduled are detailed in Table 1 for several system bandwidths. These stable MCSs will be reached when the UE is only occasionally scheduled a transport block size that causes processing limitations (Figure 3). Note that even for the case where a UE is usually scheduled with small transport block sizes and is only occasionally scheduled transport block sizes that cause processing limitations, these stable MCSs will be reached. Depending on the deployment, the MCSs that could be scheduled to UEs without processing limitations could be significantly greater than those shown in this table.
Table 1 – Stable MCSs that can be supported as a function of system bandwidth
	system bandwidth
	Stable MCS  

	5MHz
	MCS12 (16QAM R=0.43)

	10MHz
	MCS7 (QPSK R=0.47)

	20MHz
	MCS3 (QPSK R=0.23)

	assumptions: max TBS reduced by 60% [1] to 10296 ( 0.6 = 6178 transport bits due to processing limitations; 2 symbols for control channel signalling; 2 antenna ports at eNodeB; subframes contain neither PBCH nor sync signals; eNodeB may schedule all PDSCH REs to a single UE


Observation 1: when the UE reports NACK due to processing limitations, rather than noise / interference conditions, the spectral efficiency of DL transmissions to those UEs can be significantly negatively impacted.
There is no point in the outer loop reducing the outer loop scaling factor, CQI, in response to NACKs caused by processing limitations (since a reduction in MCS will not stop the NACKs: only a reduction in TBS will). If the eNodeB were able to determine whether a NACK was due to noise / interference or due to processing limitations, it could ignore those NACKs related to processing limitations for the purposes of outer loop rate control. In this case, the outer loop rate control function would schedule MCSs suitable for the channel conditions rather than artificially lower MCSs (as exemplified by Table 1). 
Observation 2: in order to achieve high spectral efficiency, the eNodeB must be able to unambiguously determine whether a NACK is caused (1) statistically at the UE due to noise / interference or (2) by processing limitations at the UE.

It has been proposed [2] that the timing advance value applied at the UE could be used to determine whether the UE needs to decode PDSCH within the PDSCH decoding timing requirement (in order to provide a HARQ-ACK in subframe n+4). This proposal is not aligned with the observation above that the eNodeB needs to unambiguously determine the reason for a NACK from the UE. This is because the eNodeB is not aware of the timing advance value that is stored at the UE due to the unreliability of the signalling of timing advance commands between the eNodeB and UE [3].
Observation 3: the eNodeB is unaware of the timing advance value applied at the UE hence the UE’s timing advance value cannot be used to allow a processing limitation at the UE.
It has further been suggested [4] that if the UE does not wish to receive transport block sizes that cannot be decoded within a limited processing time, it could report a lower CQI value. This mechanism would however not limit the MCS values that can be applied at the eNodeB since many eNodeB implementations would modify the CQI value received from the UE using an outer loop rate control technique (as shown in Figure 1): the eNodeB could still schedule an MCS that is higher than that indicated in the raw CQI value from the UE. The main effect of reducing the reported CQI in this manner would be to increase the variance of the CQI reports and reduce the ability of the eNodeB to adapt to channel conditions.
Observation 4: the UE reporting a lower CQI value to account for processing limitations will not stop the eNodeB scheduling large transport block sizes to the UE.
3
PDCCH / ePDCCH rate control

The aggregation level applied to the PDCCH or ePDCCH can be varied as a function of channel conditions in order to achieve a target error rate on these channels. The method to accomplish this rate control is implementation dependent. Some implementations may attempt to measure the “PDCCH / ePDCCH BLER” by detection of DTX on PUCCH or PUSCH (on the understanding that the UE will not transmit PUCCH / PUSCH when it does not receive PDCCH / ePDCCH): this BLER estimate might then be used to control the aggregation level applied to PDCCH / ePDCCH. This may not be a very accurate method of determining PDCCH / ePDCCH BLER, but its accuracy could become inadequate if the UE wilfully DTXs PUCCH / PUSCH when the UE is unable to fully decode a transport block due to processing limitations. In such a case, such an eNodeB implementation would be unable to control the aggregation level applied to the PDCCH / ePDCCH, negatively impacting the spectral efficiency of these control channels.

Observation 5: reporting DTX in response to transport blocks when the UE has processing limitations may negatively impact the control of the aggregation level applied to PDCCH or ePDCCH.

4
Conclusion

If / when a scheme is specified to restrict the maximum transport block size that can be applied to a UE receiving ePDCCH, the following observations should be taken into account:

	1
	Reporting NACK due to processing limitations can negatively affect PDSCH spectral efficiency.

	2
	The eNodeB must be able to unambiguously determine the reason for a NACK at the UE.

	3
	The eNodeB is unaware of the timing advance value applied at the UE.

	4
	The UE reporting artificially low CQI values will not stop the scheduling of large TBSs.

	5
	The UE reporting DTX due to PDSCH processing limitations may harm ePDCCH spectral efficiency.
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