[bookmark: OLE_LINK1][bookmark: OLE_LINK2]3GPP TSG RAN WG1 Meeting #70bis	                                                  R1-124320
San Diego, USA, 8th – 12th Oct 2012
______________________________________________________________________Agenda item: 7.5.1
Source: LG Electronics
Title: Remaining details of ECCE and EREG resource mapping
Document for: Discussion and Decision
1. Introduction
At the RAN1 #70 meeting, the ECCE/EREG to RE mapping was discussed and the detailed design issues were concluded to be further studied [1].
· The specification supports the case that an ECCE is formed by N EREGs in distributed and localized
· N= 4 in following cases. (This corresponds to 4 ECCEs per PRB pair in localized transmission.)
· In normal subframe (normal CP) or special subframe configs 3,4,8 (normal CP) 
· N=8 in following cases. (This corresponds to 2 ECCEs per PRB pair in localized transmission)
· Special subframe configs 1,2,6,7,9 (normal CP)
· Normal subframe (extended CP) and special subframe configs 1,2,3,5,6 (extended CP) 
· The EREG to RE mapping is fixed in specifications given the Frame structure type, subframe configuration and CP length
· Special subframes with the same DMRS positions have the same EREG to RE mapping
· The EREG to RE mapping does not depend on the PRB pair#, subframe#, legacy control region size, DwPTS length or presence of other signals such as CRS,CSI-RS,PRS,
· EREG indices are sequentially mapped  to the REs without REs for DMRS (24 for normal CP and 12 for extended CP) in a frequency first and then time manner, within each PRB pair 
· It is FFS whether to support cyclic shift of the assigned EREG indices in each OFDM symbol or further rearrangement in the OFDM symbols carrying DMRS.
In this contribution, we will give a clarification on the issues for the ECCE to EREG mapping and EREG to RE mapping.

2. Discussion
2.1. ECCE-to-EREG mapping
Semi-static configuration for interference randomization
One way of doing the interference randomization among EPDCCHs transmitted by different transmission points is to introduce EREG permutation per PRB pair for each cell. With this method, we can achieve the mitigation of inter-cell interference by randomizing the REs’ location of the EREG set composing a certain ECCE. Here, EREG permutation per PRB pair of a certain cell can be performed based on the TP-specific parameters like the virtual cell ID [3]. If the DM RS scrambling sequence initialization is a network-configurable parameter, the scrambling initialization value can serve the purpose of the virtual cell ID. Backhaul signaling aspect of EPDCCH ICIC based on interference randomization is discussed in [6]. 
In addition, interference randomization based on TP-specific ECCE-to-EREG mapping is also beneficial in doing EPDCCH link adaptation (i.e., deciding the EPDCCH aggregation level) from the CQI report. In general, the interfering TP does not fully utilize all the PRBs, so the interference measured by the UE for the purpose of CQI calculation implicitly reflects the interference load (i.e., the ratio of PRBs used for the actual transmission in the interfering TP) which is typically a value in between 0% (no interference load at all) and 100% (full interference load). If ECCE-to-EREG mapping is the same in the neighboring TP, each ECCE is subject to either 0% or 100% interference load, neither of which is observed in UE’s CQI calculation. As a consequence, even though the network obtained very accurate CQI report, it is difficult to predict the interference load that will be seen at each ECCE. On the other hand, if the inter-TP interference is randomized by applying TP-specific ECCE-to-EREG mapping, the network can expect that every ECCE will see almost the same interference load as that observed during the CQI calculation. So, it becomes straightforward to estimate the required EPDCCH aggregation level from the reported CQI.
Proposal: ECCE-to-EREG mapping should be TP-specific to enable inter-TP interference randomization.

Multiplexing localized and distribued ECCEs within a PRB pair
For localized case, the EREGs from a single PRB pair builds a localized ECCE. For distributed case, the EREGs for an ECCEs are derived from a set of PRB pairs (EPDCCH set) as depicted in Figure 1. One important property of a distributed ECCE is that EREGs having different indices compose a distributed ECCE. This property is beneficial in that it can mitigate the impact of other signals on the available number of REs of each ECCE. We assume that EREGs are indexed per PRB pair (e.g. EREG #0~ EREG #15).
When the localized ECCEs and distributed ECCEs are multiplexed within the same PRB pair, the concept of ‘EREG set’, where a given number of ECCEs are constructed from, can be introduced to mitigate the impact between localized ECCEs and distributed ECCEs [4].
 An EREG set refers to the set of EREGs that are used to build a given number of localized or distributed ECCEs. In other words, from an EREG set, the network can make either a number of localized ECCEs or the same number of distributed ECCEs. For each ECCE perspective, it uses the EREGs belonging to the same EREG set; it does not use two EREGs belonging to different EREG sets. From this property, it becomes possible to multiplex localized and distributed ECCEs within a PRB pair; the EREG set becomes the unit of this multiplexing [7]. The property of the EREG set can be ensured by a proper ECCE-to-EREG mapping: When we compare the set of EREG indices of a localized ECCE with that of a distributed ECCE, under the above-mentioned EREG set, the set of EREG indices of a localized ECCE is either the same as that of a distributed ECCE or orthogonal to that of a distributed ECCE. Figure 2 illustrates an example of ECCE-to-EREG mapping The localized ECCE uses the EREGs #a, #b, #c, #d from one PRB pair, the distributed ECCE uses the EREGs with the same indices as localized ECCE case (#a, #b, #c, #d) from multiple PRB pairs. As a result, EREGs having the indices #a, #b, #c, #d compose an EREG set.

Figure 1: Definition of EREG set


(a) Localized ECCE                                                 (b) Distributed ECCE
Figure 2: An example of ECCE to EREG mapping for both localized and distributed ECCE

Proposal: The concept of “EREG set” is introduced such that a given number of localized or distributed ECCEs are be made out of an EREG set. This implies that the set of EREG indices of a localized ECCE is either the same as that of a distributed ECCE or orthogonal to that of a distributed ECCE.

Indexing of localized ECCE and distributed ECCE
When the aggregation level is larger than 1, the candidate for blind decoding of EPDCCH aggregates the ECCEs consecutive in the ECCE index domain. For the localized ECCE case, the ECCEs are aggregated within the PRB pair first. Thus, it is amicable that the index of the localized ECCE can be indicated within a certain PRB pair and then it can be moved to the next PRB pair after fulfilling that PRB pair.
It is also necessary to limit the impact of distributed ECCE on the number of possible localized ECCEs, thus the distributed ECCE can be indexed within the EREG set first. Figure 3 shows an example of indexing of localized ECCE and distributed ECCE.
[bookmark: OLE_LINK3][bookmark: OLE_LINK4]Figure 3: ECCE indexing for localized and distributed ECCE

When the number of PRB pairs (e.g. 8) in the EPDCCH set is larger than the number of EREGs per ECCE (e.g. 4),  more detailed rules for the indexing of the distributed ECCE is needed as shown in Figure 4 while no specific consideration for the localized ECCE indexing is needed. A single distributed ECCE is distributed among 4 PRB pairs in that case. For two distributed ECCEs with consecutive indices, it can be well-indexed to spread over all 8 PRB pairs not occupying the same 4 PRB pairs identically.
As shown in Figure 4, if 4 evenly separated PRB pairs where a distributed ECCE is allocated are regarded as a PRB cluster, 2 PRB clusters can be defined (PRB cluster #0: PRB pair #0, #2, #4, $6. PRB cluster #1: PRB pair #1, #3, #5, $7). Then, the ECCE indexing can be executed alternating each PRB cluster. An example of the ECCE-to-EREG indexing for each mode (localized or distributed) is given in Appendix.
Figure 4: Distributed ECCE indexing for large number of PRB pairs

Proposal: The candidate for the EPDCCCH of high aggregation level uses ECCEs consecutive in the ECCE index domain.
Proposal: The localized ECCE is indexed such that ECCEs in the same PRB pair are consecutive in the ECCE domain. The distributed ECCE is indexed in the order of alternating the PRB clusters each of which corresponds to the set of PRB pairs used for a distributed ECCE.

Number of ECCEs per PRB pair
The number of ECCEs per PRB pair can be either 2 or 4 according to subframe type, the number of available REs etc. The ECCE indexing for  = 4 is depicted in Figure 2~ Figure 4. ( is the the number of ECCEs per PRB pair). The case of  = 2 can be also defined similarly considering the case of  = 4 as mentioned above. 
EREGs for localized ECCE are derived from one PRB pair and EREGs for distributed ECCE, which have same EREG indices as localized ECCE, are derived from multiple PRB pairs. Therefore, if the localized ECCE is indexed as Figure 5, the EREG indices of distributed ECCE can be marked as Figure 5.  
 Figure 5: ECCE indexing for localized and distributed ECCE for  = 2 

2.2. EREG-to-RE mapping
In order to achieve the similar channel estimation performance for each EREG and the equivalent performance per ECCE consisting of EREGs, we need to consider the methods for equalizing the number of actually available REs for each EREG in a PRB pair.
The number of usable REs of each EREG is different depending on the subframe configuration and this variation in the available REs per EREG may be alleviated by a good ECCE-to-EREG mapping method. In order to check the possibility of such ECCE-to-EREG mapping, we consider in the following two simple methods: Method 1 is to aggregate consecutive EREGs for each ECCE (i.e., Method 1: ECCE #0 consist of EREGs with consecutive EREG indices #0/#1/#2/#3) and Method 2 is to aggregate the EREGs that are separated in the EREG index domain (i.e., Method 2: the EREG indices for ECCE #0 are #0/#4/#8/#12). 
In RAN1#70, it was agreed that the REs valid for EREG definition are sequentially allocated to each EREG in the frequency-first manner and it is FFS whether the cyclic shift can be also applied to the EREG indices in OFDM symbol. We first check the deviation of the available RE number of each ECCE under the currently agreed EREG-to-RE mapping without applying additional EREG index cycling in OFDM symbols. Figure 6 shows the example cases under this EREG-to-RE mapping. 
For case #1, we assume that 3 PDCCH symbols are used as in Figure 6 (a). Then each ECCE has 24/28/28/28 REs by using method 1 and 27/27/27/27 REs by using method 2. The method 1 has quite big RE imbalance (maximal 4 RE difference per each ECCE) while the method 2 divides the PRB pair into 4 ECCEs equally. For case #2, as another example, we assume that 3 pairs of 4 port CSI-RS are used as in Figure 6 (b). Then each ECCE has 33/33/33/33 REs by using method 1 and 30/36/30/36 REs by using method 2. In contrast to the case #1, the method 1 has equal RE allocation and the method 2 has more RE imbalance (maximal 6 RE difference per each ECCE).
         
(a) Subframe with 3 PDCCH symbols                  (b) Subframe with 3 pairs of 4 port CSI-RS
Figure 6: EREG to RE mapping without cyclic shift in OFDM symbols

From these examples, we can observe that it is difficult to find a good ECCE-to-EREG mapping method which can maintain a similar number of available REs in each ECCE in various subframe configurations. In order to solve this problem, we propose to apply a cyclic shift to the EREG indices located at a certain OFDM symbol. Here, the amount of the cyclic shift can be a function of the OFDM symbol index. For example, we can apply a cyclic shift of (n modulo # of subcarriers in a PRB pair) at OFDM symbol n.
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(a) Subframe with 3 PDCCH symbols                  (b) Subframe with 3 pairs of 4 port CSI-RS
Figure 7: EREG to RE mapping with cyclic shift in OFDM symbols

Figure 7 illustrates an example of sequential allocation to each EREG in the frequency-first manner with cyclic shift in OFDM symbols. Here, Figure 7(a) shows the case #1 where the method 1 had the RE imbalance problem when no cyclic shift was applied. With cyclic shift of EREG indices, in the case #1, the method 1 renders ECCE size of 24/28/28/28 REs while the method 2 makes the four equal-sized ECCEs of 27 REs. Figure 7(b) shows the case #2 where the method 2 had the RE imbalance problem when no cyclic shift was applied. With cyclic shift of EREG indices, in the case #2, ECCE sizes are 33/32/34/33 REs in the method 1 and 33/32/33/34 REs in the method 2. From these examples, we can observe that there exists a good ECCE-to-EREG mapping, Method 2, which can mitigate the RE imbalance problem in different subframe configurations if the cyclic shift is applied to the EREG indices. The following table summarizes the examples discussed above.

Table 1. Comparison of the number of available REs for different EREG-to-RE mapping.
	Cyclic shift of EREG indices
	ECCE-to-EREG mapping 
	Other signal presence
	Number of REs

	
	
	
	ECCE#0
	ECCE#1
	ECCE#2
	ECCE#3
	Max difference

	No shift
	Method 1 (EREG #0/#1/#2/#3 for ECCE #0)
	Case 1 (3-symbol PDCCH)
	24
	28
	28
	28
	4

	
	
	Case 2 (3 4-port CSI-RS configs)
	33
	33
	33
	33
	0

	
	Method 2 (EREG #0/#4/#8/#12 for ECCE #0)
	Case 1 (3-symbol PDCCH)
	27
	27
	27
	27
	0

	
	
	Case 2 (3 4-port CSI-RS configs)
	30
	36
	30
	36
	6

	Shift by n subcarriers at OFDM symbol n
	Method 1 (EREG #0/#1/#2/#3 for ECCE #0)
	Case 1 (3-symbol PDCCH)
	24
	28
	28
	28
	4

	
	
	Case 2 (3 4-port CSI-RS configs)
	33
	32
	34
	33
	2

	
	Method 2 (EREG #0/#4/#8/#12 for ECCE #0)
	Case 1 (3-symbol PDCCH)
	27
	27
	27
	27
	0

	
	
	Case 2 (3 4-port CSI-RS configs)
	33
	32
	33
	34
	2


Proposal: In order to equalize the number of actually available REs for each EREG in a PRB pair, EREG indices are cyclic-shifted according to the OFDM symbol index.

2.3. DCI mapping
One issue to be considered in designing EPDCCH-to-RE mapping is how to solve the problem of ECCE starting position ambiguity which is illustrated in Figure 8. If the length of the transmitted DCI coincides with the length of ECCE(s), it is possible for a UE to misunderstand the starting ECCE and the aggregation level of the transmitted DCI. Aggregation 4 in the figure shows this ambiguity. This problem was solved by bit padding in PDCCH. However, this bit padding cannot be applied to EPDCCH straightforwardly because the size of ECCE is not fixed but variable depending on the subframe configuration. Two ECCEs in the same subframe may have different number of REs. Thus, differently from the PDCCH case, it is not practical to enumerate all the ambiguous cases in the specification.

Figure 8: Legacy PDCCH-to-CCE mapping scheme

One way solving this problem is to permute the order of mapping the coded bits of the DCI to ECCE [5]. Figure 9 explains such an example. To prevent such ambiguity, the coded bits in circular buffer are combined together according to the number of REs of the EPDCCH candidate and they are permutated before actual EPDCCH-to-ECCE mapping.

Figure 9: An example of proposed EPDCCH-ECCE mapping scheme(e.g., Agg Lv=2)

The above-mentioned property can be easily implemented by mapping DCI to REs directly, i.e., not having a multi-stage mapping like DCI-to-ECCE-to-EREG-to-RE. If each ECCE is well-spread over the PRB pair, one RE allocated to an ECCE will find an RE allocated to another ECCE before the next RE allocated to itself. Thus, it will be enough to directly map DCI to REs in a sequential manner in order to spread consecutive modulation symbols over multiple ECCEs belonging to an EPDCCH candidate. Figure 10 illustrates an example of such mapping solution for a localized EPDCCH candidate with aggregation level 2. We can observe that the DCI modulation symbols are alternately mapped to the two ECCEs simply by applying the frequency-first mapping. Once the ECCE starting position ambiguity is resolved by a proper RE mapping rule, the bit padding operation is not needed and can be omitted in the EPDCCH transmissions.

 [image: ]
Figure 10: An example of ECCE design and frequency-first mapping
[bookmark: _Hlk324540350]Proposal: To prevent the ambiguity of the starting ECCE location, the modulation symbols are mapped to the REs used by the EPDCCH candidate in the frequency-first order.

3. Conclusion
This contribution discussed on the remaining details of ECCE/EREG to RE mapping. The following proposals were made:
Proposal 1: ECCE-to-EREG mapping should be TP-specific to enable inter-TP interference randomization.
Proposal 2: The concept of “EREG set” is introduced such that a given number of localized or distributed ECCEs are be made out of an EREG set. This implies that the set of EREG indices of a localized ECCE is either the same as that of a distributed ECCE or orthogonal to that of a distributed ECCE.
Proposal 3: The candidate for the EPDCCCH of high aggregation level uses ECCEs consecutive in the ECCE index domain.
Proposal 4: The localized ECCE is indexed such that ECCEs in the same PRB pair are consecutive in the ECCE domain. The distributed ECCE is indexed in the order of alternating the PRB clusters each of which corresponds to the set of PRB pairs used for a distributed ECCE.
Proposal 5: In order to equalize the number of actually available REs for each EREG in a PRB pair, EREG indices are cyclic-shifted according to the OFDM symbol index.
Proposal 6: To prevent the ambiguity of the starting ECCE location, the modulation symbols are mapped to the REs used by the EPDCCH candidate in the frequency-first order.
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APPENDIX

An example of ECCE-to-EREG mapping for the localized and distributed ECCE is shown in Figure 3 ~ Figure 4. It can be seen that the EREGs are derived from the different positions for the distributed case as mentioned above to mitigate the fluctuation of the size of ECCE.
It is assumed that the number of ECCE per PRB pair is  and an ECCE consists of  EREGs and therefore a PRB pair contains * EREGs. When it is extended to the the EPDCCH set which consists of  PRB pairs, ** EREGs and * ECCEs are defined. The PRB pair with the lowest index is numbered as #0 and the PRB pair with the highest index is numbered as #(-1) sequentially. Similarly the EREGs are numbered from #0 to #(** -1) and the ECCEs are numbered from #0 to #(*-1). 

ECCE-to-EREG indexing for localized ECCE
For the localized ECCE in Figure 3, we assume that the EREGs are selected from separate EREGs in a PRB pair and the spacing between EREGs is configuted as , the number of ECCE per PRB pair. Then, -th EREG in localized ECCE # is indexed as EREG # {  } in PRB pair #  ( = 0, 1, … ,  -1).

ECCE-to-EREG indexing for distributed ECCE
Likewise, Figure 3 and 4 shows examples of the ECCE-to-EREG mapping for the distributed ECCE. When the number or PRB pairs in EPDCCH set is larger than or equal to the number of EREGs per ECCE, 
-th EREG in distributed ECCE # is indexed as EREG # {  } in PRB pair # (  ( = 0, 1, … ,  -1).

When the number or PRB pairs in EPDCCH set is less than the number of EREGs per ECCE, the PRB pair index of the above equation is not valid. Thus, -th EREG in distributed ECCE # is indexed as EREG # {  } in PRB pair # {}  ( = 0, 1, … ,  -1).

Or the PRB pair index for EREG # in ECCE # can be generally expressed as 


for both cases ( <  and ≥ ) mentioned above.
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Cyclic shift value for each OFDM symbol
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