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1. Introduction
In 3GPP RAN1 #70 meeting, issue of CSI multiplexing of multiple processes for CoMP is left for further considerations, including: 
CSI multiplexing
· Alt1: FFS, taking into account the outcome of CA CSI multiplexing discussion  

· Alt2:  At least for single carrier case, support  Multiplex of CSIs on PUSCH 

· Alt3:  At least for single carrier case, support  Multiplex of CSIs on PUCCH format 3

During CA CSI multiplexing discussion, 3 alternatives for multi-cell periodic CSI multiplexing were discussed：
Alt. 1:
· PUCCH format 3 is used to support simultaneous transmission of multi-cell periodic CSI in one subframe

· The maximum payload size is 22 bits by using a dual RM coding

· Rel-10 periodic CSI priority order is reused

Alt. 2:
· A UE configured with DL CA can be configured by higher layer signaling to transmit a periodic CSI report for each corresponding activated cell in a PUSCH
· Rel-10 multiplexing rules among any types of UL signaling in PUSCH are re-used
Alt. 3: 
· For FDD up to 2CCs, PUCCH format 3 is used to support simultaneous transmission of multi-cell periodic CSI in one subframe

· The maximum payload size is 22 bits by using a dual RM coding

· Rel-10 periodic CSI priority order is reused

· More than 2CCs, a UE configured with DL CA can be configured by higher layer signaling to transmit a periodic CSI report for each corresponding activated cell in a PUSCH 
· Rel-10 multiplexing rules among any types of UL signaling in PUSCH are re-used
Since no consensus was reached on which alternative to support, multi-cell periodic CSI multiplexing for DL CA is not supported in Rel-11.
In this contribution, we further discuss the issues of CSI multiplexing of multiple processes for CoMP. The discussed issues include:
· The requirement for CSI multiplexing in CoMP;
· Containers for CSI multiplexing
· Collision solutions for PUCCH format 3
2. Requirement for CSI multiplexing in CoMP
In CA discussion, the requirement for CSI multiplexing of multiple cells was recognized by most of the companies who participated in the discussion. As to CoMP, there is even more requirements for CSI multiplexing of multiple CSI processes. 
While till now the main use case in CA for CSI multiplexing is a UE configured with 2 CCs, maximum 3 NZP CSI-RS resources and possibly maximum 3 or 4 CSI processes (according to proposals in RAN1 #70 meeting) may be configured to a UE in CoMP. It is hardly to say configuration with 2 CSI processes is more prevalent than other configurations with more CSI processes. Therefore, in CoMP, we have to consider CSI multiplexing use cases where more than 2 CSI processes are configured for a UE. Compared with UE configured with 2 CCs in CA or 2 CSI processes in CoMP, possibility of collision of CSI reports is higher for UEs configured with more CSI processes. The possibility of collision of CSI reports would further increase if “CoMP+CA” is considered, as even more CSI processes are configured for a UE.
Even with the same possibility of collision, multiplexing is important for CoMP, since integrity of CSI reports is important for CoMP transmission. For CSI feedback for CA, when CSI report of a CC is dropped, transmission on this CC may be affected. But transmissions of other CCs can still be properly scheduled with reported CSIs up to date. A CoMP UE is very likely to be a cell-edge UE which is located at the edge of coverage of coordinated TPs. When CSI report of a CSI process is dropped, this CSI process may unfortunately be exactly linked with the optimal transmission scheme for scheduling. The opportunity to pursue CoMP gain would be lost and the remaining CSI reports may not really help edge-UE transmission reliably. Furthermore, CSI reports with low type priority for fallback to single point transmission scheme may be dropped as well. In this case, this UE may be scheduled for much worse transmission performance, and user experience for the cell-edge UE may be even worse. Figure 1 shows an example of this case. Assuming process C is linked with the best transmission scheme, and process A is linked with the fallback transmission scheme. As shown in Figure 1, RI reporting of CSI process C is dropped, and wideband PMI/CQI reporting of process A is dropped at subframe with collision. Transmission linked with process C could not be scheduled for dropping of RI, and fallback transmission linked with CSI process A is affected for dropped PMI/CQI reporting. With such limitation on scheduling, it is impractical to achieve CoMP gain.
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Figure 1: Example of CSI dropping
Therefore, outcome of CA CSI multiplexing discussion should not be followed in CoMP CSI multiplexing discussion. CSI multiplexing of multiple CSI processes should be supported for CoMP.
Proposal 1: CSI multiplexing of multiple CSI processes should be supported for CoMP.
3. Containers for CSI multiplexing
CSI multiplexing on PUSCH has been considered to be used for enhancement of periodic CSI feedback. Considering 1/2 code rate and QPSK, the maximum payload is 144 bits for CSI multiplexing on PUSCH with 1 PRB pair. Since the maximum payload size of periodic CSI for a single CSI process is 11 bits, CSI multiplexing on PUSCH can totally avoid CSI report dropping. But details for transmission of CSI multiplexed on PUSCH need further discussion.
The multiplexing capacity is 1 for CSI multiplexing on PUSCH in a PRB, while at most 5 UEs could be multiplexed in a PRB for PUCCH format 3. There is a lower multiplexing capacity in the case of CSI multiplexing on PUSCH.
Moreover, in order to limit the UE processing requirement for CSI, the maximum number of CSI processes configured for UE is discussed during RAN1 #70 meeting. According to the discussion, most of the companies support maximum 4 or less CSI processes should be configured for UE in single carrier operation. Given that, we can assume the highest possible payload case of 4 CSI processes multiplexing in a subframe. For CSI multiplexing of 4 CSI processes, at most 44-bit payload is sufficient for CSI report, considering 11-bit payload for each CSI processes. Even if CA+CoMP is supported in Rel-11, the maximum number of CSI processes is limited due to constraint of UE processing complexity. The resulting payload is still far below the capacity of one PRB PUSCH transmission. On the other hand, UL resource utilization efficiency of PUCCH format 3 is higher by multiplexing 5 UEs on the same PRB.. 
It is possible to increase UL resource utilization efficiency for CSI multiplexing on PUSCH, for example combining CSI information for wideband and subband reporting of one CSI process in PUSCH. For this case, additional specification complexity, such as changing wideband/subband CSI reporting timeline for periodic feedback, should be considered. Considering this late stage, the scheme is not suggested to be supported in Rel.11.
Observation 1: CSI multiplexing on PUSCH is attractive for avoiding CSI dropping, but multiplexing capacity and UL resource utilization efficiency are low.
CSI multiplexing on PUCCH format 3 is another possible scheme for CSI multiplexing for multiple CSI processes. For CSI multiplexing in PUCCH format 3, dual RM coding for more than 11 bits, and (32, O) RM coding for 11 or less bits could be reused. Multiplexing capacity and UL resource utilization efficiency is higher than CSI multiplexing on PUSCH. As it is discussed by companies, there is 1 RS symbol on PUSCH but 2 RS symbols on PUCCH format 3 for decoding in a slot with normal CP. Channel estimation accuracy could be better on PUCCH format 3 in transmission with normal CP. Additionally SORTD can be used in PUCCH format 3 for more reliable CSI report. According to available simulation results [1], multiplexing on PUCCH format 3 with SORTD outperforms multiplexing on PUSCH in transmission reliability.
Proposal 2: CSI multiplexing on PUCCH format 3 should be supported for CSI multiplexing of multiple CSI processes.

4. Collision solutions for PUCCH format 3
It may be argued that the maximum payload for PUCCH format 3 is 22-bit, which may be just sufficient for 2 CSI processes. Dropping could not be avoided when there happen to be a collision of 3 or more CSI processes. But the limit on the maximum number of CSI processes configured for a UE could decrease the possibility of collision for processes. Proper period and offset assignment for CSI reports could further decrease the possibility of collision for more than 2 processes. Figure 2 shows an example of 4 CSI processes. In this example, CSI process A and CSI process B report subband CQI with 2ms period (Npd=2). Assuming 3 BPs in the bandwidth, NOFFSET,CQI=2 for CSI process 0, NOFFSET,CQI=3 for CSI process 1, MRI=8 and NOFFSET,RI=-1 for both CSI process A and CSI process B. CSI process C and CSI process D report wideband CQI/PMI with 5ms period (Npd=5). Assuming NOFFSET,CQI= 0 for CSI process C, NOFFSET,CQI=4 for CSI process D, NOFFSET,RI=-2 for CSI process C, NOFFSET,RI=-1 for CSI process D, and MRI=4 for both CSI process C and CSI process D. As shown in Figure 2, even with 4 CSI processes, two of them of 2ms period, collision can be limited between 2 CSI processes. In this example, the maximum number 4 of CSI processes in a CC is considered, and the minimum 2ms reporting period is considered for two of the 4 CSI processes. There may be more serious collision cases. But in this example, maximum 2 process multiplexing is assumed. In fact, 3 or more CSI processes can also be multiplexed in PUCCH format 3. When the total payload is not greater than 22 bits, CSI dropping is not required. After all, not all collided CSI reports have payload of 11 bits. 
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Figure 2: Example of period and offset assignment for 4 CSI processes
Even with limit on maximum number of CSI process, proper assignment for reporting period and offset, dropping may occur in some cases when the total payload exceeds 22 bits. In this case, dropping rules can follow the agreed dropping rules for multiple CSI processes: Reporting type ( CSI process index ( CC index. CSI reports with higher priorities and a total payload within 22 bits can be multiplexed in a feedback container of PUCCH format 3. 
For a simpler CSI dropping rule or more reliable RI reporting, it can be also considered that CSI reports of maximum 2 CSI processes with higher priorities being multiplexed in a feedback container of PUCCH format 3. With this rule, it is more reliable for RI reporting, since there are not more than 16bits for multiplexing when there is RI reporting included in the container.

It is noted that one dropping rule for this case that UE is configured with more than one CSI process, and there is a collision between reporting from difference CSI processes with different reporting priority. When payload is beyond container after multiplexing, maintaining report priority should be the same as that in CA: PUCCH reporting type 3, 5, 6 or 2a of one CSI process is higher than 1, 1a, 2, 2b, 2c or 4 of another. 
5. Conclusion

In this contribution, the issues of CSI multiplexing of multiple processes for CoMP are discussed. By discussion on the requirement for CSI multiplexing in CoMP and containers for CSI multiplexing, we propose:
Proposal 1: CSI multiplexing of multiple CSI processes should be supported for CoMP.
Proposal 2: CSI multiplexing on PUCCH format 3 should be supported for CSI multiplexing of multiple CSI processes.
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