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1 Introduction

In [1] simulation assumptions for dynamic traffic adaptation in an isolated cell were presented. This paper contains our results from simulations and an analysis of the results. Results for an isolated cell scenario can be seen as an upper bound on performance with inter-cell interference but can for simplicity be used to evaluate potentials and differences between different algorithms. 
2 Discussion
A large number of simulations with different load points and iteration variables were defined in [1], two different packet-sizes, three different reconfiguration periods, three different static configurations and four different traffic generation offsets. Also a large number of performance metrics is defined. In this paper we have selected a subset of the results and metrics to illustrate general behavior and potential. Some results for all the simulation cases are available in the Appendix. 
In this paper we present results for 10, 200 and 640 ms reconfiguration periods. Different algorithms have been applied for the 10 ms reconfiguration and the 200 and 640 ms reconfiguration. For 10 ms we make the selection based on knowledge of buffer status and configure the system according to buffer difference between uplink and downlink. Further it is assumed that any “flexible” subframe reserved but unused for uplink may be used for downlink. In the 200/640 ms a fixed TDD configuration is assumed between each reconfiguration where a new configuration is selected based on the historic resource utilization in respective link. 
Results for 0.5 Mbyte file size with half the intensity in uplink compared to downlink is presented for stable load-points without packet-dropping, results for both fifth percentile and average packet bitrate are presented in figure 1 and figure 2. 
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Figure 1: Downlink packet bitrate vs. Served traffic for 0.5 Mbyte file download 2/1 downlink/uplink ratio
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Figure 2: Uplink packet bitrate vs. Served traffic for 0.5 Mbyte file upload 2/1 downlink/uplink ratio
From figure 1 and figure 2, we can make a set of general observations. 
Observation 1: There is a clear benefit of reconfiguring the uplink/downlink configuration based on traffic in the absence of inter-cell interference. 

Observation 2: The faster the reconfiguration the better the performance, especially at lower load. 

Observation 3: Cell edge performance may actually become worse than static configuration for small file sizes and slow adaptation (e.g. 640ms adaptation window in this case). 
For the specific traffic situation we can see that there is a clear benefit of fast adaptation where both 10 and 200 ms configuration matches or outperforms the best of the static configurations in either link. We also observe that the 10 ms reconfiguration greatly outperforms the other schemes in uplink bitrates, especially for low load, without sacrificing downlink performance. For the standard supported 640 ms reconfiguration the cell edge performance is actually worse than that of Configuration 1, in both uplink and downlink. This is not unexpected since the traffic variations are much faster than this time. In this scenario almost all UEs will employ maximum MCS and on 10 MHz this implies that about 100 subframes are needed for completion of a 500 kbyte file. 

At the same settings but with a 2 Mbytes file the results are presented in Figure 3 and figure 4. 
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Figure 3: Downlink packet bitrate vs. Served traffic for 2 Mbytes file download 2/1 downlink/uplink ratio
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Figure 4: Uplink packet bitrate vs. Served traffic for 2 Mbytes file upload 2/1 downlink/uplink ratio
Comparing the results for a large file size to a smaller file size we see that fast reconfiguration is needed for small file sizes but for large file-sizes the traffic varies slower and hence the requirement on adaptation speed declines. For this scenario we see gains also with the reconfiguration that is possible with Rel.10 procedure for updating system information. 
Observation 4: Requirement on adaptation speed goes down as the transaction time increases. 
It can here also be noted that the transaction time is not only dependent on file size but also on the packet bitrate affected by channel quality, system bandwidth and MIMO capabilities. 
3 Conclusion

From the simulation results for isolated cells, we can make the following observations: 
Observation 1: There is a clear benefit of reconfiguring the uplink/downlink configuration based on traffic in the absence of inter-cell interference. 

Observation 2: The faster the reconfiguration the better the performance, especially at lower load. 

Observation 3: Cell edge performance may actually become worse than static configuration for small file sizes and slow adaptation. 

Observation 4: Requirement on adaptation speed goes down as the transaction time increase. 
Based on these observations some conclusions can be drawn. Firstly we see a large benefit of traffic adaptation of uplink downlink configurations in isolated cells. Even if the results here represent an upper-bound on what can be found when also inter-cell interference is added the benefit motivates further study on the topic. Secondly we see that if the transaction sessions are longer, for example due to large file-sizes the requirement on adaptation speed is lower and adaptation on the order of hundreds of milliseconds works well, while fast adaptation gives the largest gains with smaller packet sizes and the same performance for large packets. 
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5 Appendix 

In the appendix we provide the results also for other load-divisions and configurations. 

For each load point average packet bitrate is plotted against the cell throughput in respective link. Results with and without TCP modeling is included. 

Results for 4 to 1 downlink uplink traffic ratio with 2 and 0.5 Mbyte file: 
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Figure 5: Packet bitrate vs. Served traffic for 2 Mbytes file transfer 4/1 downlink/uplink ratio
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Figure 6: Packet bitrate vs. Served traffic for 0.5 Mbyte file transfer 4/1 downlink/uplink ratio
Results for 1 to 1 downlink uplink traffic ratio with 2 and 0.5 Mbyte file:
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Figure 7: Packet bitrate vs. Served traffic for 2 Mbytes file transfer 1/1 downlink/uplink ratio
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Figure 8: Packet bitrate vs. Served traffic for 0.5 Mbyte file transfer 1/1 downlink/uplink ratio
Results for 1 to 2 downlink-uplink traffic ratio with 2 and 0.5 MByte file: 
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Figure 9: Packet bitrate vs. Served traffic for 2 Mbytes file transfer 1/2 downlink/uplink ratio
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Figure 10: Packet bitrate vs. Served traffic for 0.5 Mbyte file transfer 1/2 downlink/uplink ratio




























1/7


